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Abstract:

• In this paper, we study the nonparametric estimator of the conditional hazard function using the $k$ nearest neighbors ($k$-NN) estimation method for a scalar response variable given a random variable taking values in a semi-metric space. We give the almost complete convergence (its corresponding rate) of this estimator and we establish the asymptotic normality. Then the effectiveness of this method is exhibited by a comparison with the kernel method estimation given in Ferraty et al. ([12]) and Laksaci and Mechab ([15]) in both cases simulated data and real data.
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1. INTRODUCTION

The conditional hazard function remains an indispensable tool in survival analysis and many other fields (medicine, reliability or seismology).

The nonparametric estimation of this function in the case of multivariate data is abundant. The first works date back to Waston and Leadbetter ([31]), they introduce the hazard estimate method, since, several results have been developed, see for example, Roussas ([26]) (for previous works), Li and Tran ([18]) (for recent references). The literature has paid quite some attention to nonparametric hazard rate estimation when the data are functional. The first work which deals with this question is Ferraty et al. ([12]). They established the almost complete convergence of the kernel estimate of the conditional hazard function in the independent case. This result was extended to the dependent case by Quintela-del-Río ([23]), he treats the almost complete convergence, the mean quadratic convergence and the asymptotic normality of this estimate. The uniform version of the almost complete convergence (with rate) in the i.i.d. case was obtained by Ferraty et al. ([10]). Recently, Laksaci and Mechab ([16]) consider the spatial case. The almost complete convergence rate of an adapted estimate of this model are given.

Estimating the conditional hazard function is closely related to the conditional density, and for the last one, the bandwidth selection is very important for the performance of an estimate. The bandwidth must not be too large, so as to prevent over-smoothing, i.e. substantial bias, and must not be too small either, so as prevent detecting the underlying structure. Particularly, in nonparametric curve estimation, the smoothing parameter is critical for the performance.

Starting from this point of view, this work deals with the nonparametric estimation with $k$ nearest neighbors method $k$-NN, more precisely we consider a kernel estimator of the hazard function constructed from a local window to take into account the exact $k$ nearest neighbors with real response variable $Y$ and functional curves $X$.

The $k$ nearest neighbor or $k$-NN estimator is a weighted average of response variables in the neighborhood of $x$. The existent bibliography of the $k$-NN method estimation dates back to Royall ([27]) and Stone ([30]) and has received, since, continuous developments (Mack ([20]) derived the rates of convergence for the bias and variance as well as asymptotic normality in the multivariate case, Collomb ([4]) studied different types of convergence (probability, a.s., a.co.) of the estimator of the regression function. Devroye ([6]) obtained the strong consistency and the uniform convergence. For the functional data studies, the $k$-NN kernel estimate was first introduced in the monograph of Ferraty and Vieu ([13]), Burba et al. ([2]) obtained the rate of almost complete convergence of the regression function using the $k$-NN method for independent data and the asymptotic normality of robust nonparametric regression function was established in Attouch and Benchikh ([1]).
This paper is organized as follows. In Section 2 we present the model and the $k$-NN estimator. Section 3, is dedicated to fix notations, hypotheses and the presentation of the main results, the almost complete convergence and the asymptotic normality. Section 4 is devoted to some applications in several problems of nonparametric statistics. Some technical auxiliary results are deployed in Section 5, subsequently, in Section 6, we show the proofs of our main result.

### 2. MODELS AND ESTIMATORS

Let $(X_i, Y_i)_{i=1}^{n}$ be an independent sequence identically distributed (i.i.d.) as $(X, Y)$ which is a random pair valued in $\mathcal{E} \times \mathbb{R}$. Here $(\mathcal{E}, d)$ is a semi-metric space. $\mathcal{E}$ is not necessarily of a finite dimension, and we do not suppose the existence of a density for the functional random variable $X$.

Our goal, in this article, is to estimate the conditional hazard function defined by:

$$h^X(Y) = \frac{f^X(Y)}{1 - F^X(Y)},$$

where

$f^X(Y)$ is the conditional density function of $Y$ given $X$,
$F^X(Y)$ is the conditional distribution function of $Y$ given $X$.

For a fixed $x \in \mathcal{E}$, the $k$-NN kernel estimator of $h^x(Y=y)$ is given by:

$$\hat{h}^X_{k-NN}(Y=y) = \hat{h}^x(y) = \frac{\hat{f}^x(y)}{1 - \hat{F}^x(y)},$$

with

$$F^x(y) = \mathbb{P}[Y \leq y / X=x] = \mathbb{E}[\mathbb{1}_{-\infty,y} / X=x] = r(\mathbb{1}_{-\infty,y}),$$

where $r(\cdot)$ is the regression function defined in Ferraty and Vieu ([13]). Therefore:

$$\tilde{F}^x(y) = \hat{r}(\mathbb{1}_{-\infty,y}) = \frac{\sum_{i=1}^{n} \mathbb{1}_{[\mathbb{1}_{-\infty,y}]} K(H_n^{-1}d(x, X_i))}{\sum_{i=1}^{n} K(H_n^{-1}d(x, X_i))}.$$
Finally, by Roussas ([25]), Samanta ([28]) and Ferraty and Vieu ([13]), the estimator of the conditional distribution function is given by

\begin{equation}
\hat{F}_x(y) = \frac{\sum_{i=1}^{n} K(H_n^{-1}d(x,X_i)) R(g_n^{-1}(y-Y_i))}{\sum_{i=1}^{n} K(H_n^{-1}d(x,X_i))}, \quad \forall y \in \mathbb{R},
\end{equation}

where $K$ is an asymmetrical kernel, $H_n$ is a positive random variable, defined as follows:

\begin{equation}
H_n(x) = \min \left\{ h \in \mathbb{R}^+ / \sum_{i=1}^{n} \mathbb{1}_{B(x,h)}(X_i) = k \right\},
\end{equation}

with

\[ B(x,h) = \{ x' \in \mathcal{E}; d(x,x') < h \}. \]

$R$ is a distribution function and $(g_n)_{n \in \mathbb{N}}$ is a sequence of strictly positive real numbers (depending on $n$). Under a differentiability assumption of $\hat{F}_x(y)$, we can obtain the conditional density function by differentiating the conditional distribution function, then we have

\[ \hat{f}_x(y) = \frac{\partial}{\partial y} \hat{F}_x(y) \]

and then

\begin{equation}
\hat{f}_x(y) = \frac{\sum_{i=1}^{n} K(H_n^{-1}d(x,X_i)) g_n^{-1}R'(g_n^{-1}(y-Y_i))}{\sum_{i=1}^{n} K(H_n^{-1}d(x,X_i))}.
\end{equation}

In parallel, in order to emphasize differences between the $k$-NN method and the traditional kernel approach, we define the estimator of the conditional hazard function Ferraty et al. ([12]) by:

\begin{equation}
\hat{h}_x^{\text{kernel}}(y) = \frac{\hat{f}_x(y)}{1 - \hat{F}_x(y)},
\end{equation}

with

\begin{equation}
\hat{f}_x^{\text{kernel}}(y) = \frac{\sum_{i=1}^{n} K(h_n^{-1}d(x,X_i)) g_n^{-1}R'(g_n^{-1}(y-Y_i))}{\sum_{i=1}^{n} K(h_n^{-1}d(x,X_i))}.
\end{equation}
and

$$\tilde{F}_{\text{kernel}}^x(y) = \frac{\sum_{i=1}^n K(h_n^{-1}d(x, X_i)) R(g_n^{-1}(y - Y_i))}{\sum_{i=1}^n K(h_n^{-1}d(x, X_i))},$$

where $K$ is a kernel, $R$ is a distribution function and $(h_n)_{n \in \mathbb{N}}, (g_n)_{n \in \mathbb{N}}$ are sequences of strictly positive numbers.

### 3. Asymptotic properties of the $k$-NN method

#### 3.1. The almost complete convergence (a.co.)

We focus in the pointwise the almost complete convergence$^1$ and rate of convergence$^2$ of the $k$-NN estimator of the conditional hazard function $\hat{h}^x(y)$ defined on (2.2).

Before giving the main asymptotic result, we need some assumptions. The first one is about the concentration function $\varphi_x(h)$ and can be interpreted as a small ball probability of the functional variable $x$ given by:

**(H1)**

$$\varphi_x(h) = \mathbb{P}(X \in B(x, h)) = \mathbb{P}\left[X \in \{x' \in \mathcal{E}; d(x, x') < h\}\right],$$

with $\varphi_x(h)$ continuous and strictly increasing in a neighborhood of 0 and $\varphi_x(0) = 0$.

**(H2)** We also need a kernel $K$:

The kernel $K$ is a function from $\mathbb{R}$ into $\mathbb{R}^+$, we say that $K$ is a kernel of type I, so that: there exist two real constants $C_1, C_2$ such that

$$0 < C_1 < C_2 < \infty,$$

such that

$$C_1 \mathbb{1}_{[0,1]} < K < C_2 \mathbb{1}_{[0,1]}.$$

$^1$Let $(X_n)_{n \in \mathbb{N}}$ be a sequence of real random variables. We say that $(X_n)_{n \in \mathbb{N}}$ converges almost completely (a.co.) to some r.r.v. $X$ if and only if:

$$\forall \epsilon > 0, \quad \sum_{n=1}^{\infty} \mathbb{P}[|X_n - X| > \epsilon] < \infty.$$

$^2$Let $(u_n)_{n \in \mathbb{N}}$ be a sequence of positive real number. We say that $X_n = O_{a.co.}(u_n)$ if and only if: $\exists \epsilon > 0$, so that $\sum_{n=1}^{\infty} \mathbb{P}[|X_n| > \epsilon u_n] < \infty$. This kind of convergence implies both almost sure convergence and convergence in probability.
$K$ is a kernel of type II, so that: the support of $K$ is $[0,1]$ and if its derivative $K'$ exists on $[0,1]$ and satisfies, for two real constants $-\infty < C_1 < C_2 < 0$,

$$C_1 < K' < C_2.$$ 

In this case, we also suppose that: $\exists C_3 > 0$, $\exists \epsilon_0$:

$$\forall \epsilon < \epsilon_0, \quad \int_0^\epsilon \varphi_x(u) du > C_3 \epsilon \varphi_x(\epsilon).$$ 

**H3** $R$ is a differentiable function such that:

$$\exists C < \infty, \quad \forall (x_1, x_2) \in \mathbb{R}^2, \quad |R'(x_1) - R'(x_2)| \leq C|x_1 - x_2|.$$ 

$R'$ is of the support compact $[-1, 1]$.

**H4** $\exists \zeta > 0$:

$$\left\{ \begin{array}{l}
\forall (x_1, x_2) \in \mathbb{R}^2, \quad |R(x_1) - R(x_2)| \leq C|x_1 - x_2|, \\
\int |t|^\zeta R'(t) dt < \infty.
\end{array} \right.$$ 

**H5** $(g_n)_{n \in \mathbb{N}}$ is a strictly positive sequence such that:

$$\left\{ \begin{array}{l}
\lim_{n \to \infty} g_n = 0, \quad \exists \alpha > 0, \quad \lim_{n \to \infty} n^\alpha g_n = \infty, \\
\lim_{n \to \infty} \frac{\log n}{n g_n \varphi_x(h)} = 0.
\end{array} \right.$$ 

The nonparametric model of the function $h^x$ will be determined by regularity conditions of the conditional distribution of $Y$ given $X$. These conditions are:

**H6** $N_x$ will denote a fixed neighborhood of $x$, $S$ will be a fixed compact subset of $\mathbb{R}$:

We will consider two kinds of nonparametric models. The first one is called the “Lipschitz-type” model that is defined:

$$\text{Lip}_{\mathcal{E} \times \mathbb{R}} := \left\{ f : \mathcal{E} \times \mathbb{R} \to \mathbb{R}, \quad \forall (x_1, x_2) \in \mathbb{N}_x^2, \quad \forall (y_1, y_2) \in S^2, \quad \exists C < \infty, \quad \exists \alpha, \beta > 0, \quad |f(x_1, y_1) - f(x_2, y_2)| \leq C(d(x_1, x_2)^\alpha + |y_1 - y_2|^{\beta}). \right\}$$

**H7** The second one, called the “Continuity type” model, is defined as:

$$\text{C}_{\mathcal{E} \times \mathbb{R}}^0 := \left\{ f : \mathcal{E} \times \mathbb{R} \to \mathbb{R}, \quad \forall x' \in N_x, \quad \lim_{d(x, x') \to 0} f(x', y) = f(x, y) \right\}.$$ 

**H8** Finally, we will consider the conditional moments of the response random variable $Y$:

$$\forall m \geq 2, \quad \mathbb{E}[|Y|^m / X = x] = \sigma_m(x) < \infty,$$

with $\sigma_m(\cdot)$ continuous on $x$. 
Before studying the $k$-NN estimator, we remind asymptotic properties of $\hat{h}_{\text{kernel}}^x$ defined by equation (2.6). Ferraty et al. ([12]), showed the almost complete convergence of this estimator.

**Theorem 3.1.**

- In the “continuity type” model and under the assumptions (H1), (H2), (H6) and (H8) we have:
  \[ \hat{h}_{\text{kernel}}^x(y) \longrightarrow h^x(y) \quad \text{a.co.} \]

- Under the “Lipschitz type” model and the hypotheses (H1), (H2), (H3), (H5), (H8), we have:
  \[ \hat{h}_{\text{kernel}}^x(y) - h^x(y) = O(h_n^a) + O(g_n^\beta) + O\left(\sqrt{\log n n}\phi(h)\right). \]

Now we state the almost complete convergence for the nonparametric $k$-NN method estimate, defined in (2.2).

**Theorem 3.2.** In the “continuity type” model and under the hypotheses (H1), (H2), (H4), (H5) and (H6), suppose that $k = k_n$ is a sequence of positive real numbers such that $k_n \to 0$ and $\log n k_n \to 0$, then we have:

\[ \lim_{n \to \infty} \hat{h}^x(y) = h^x(y) \quad \text{a.co.} \]

**Proof:** We consider the following decomposition:

\[ \hat{h}^x(y) - h^x(y) = \frac{1}{1-F^x(y)} \left[ \hat{f}^x(y) - f^x(y) \right] + h^x(y) \frac{1}{1-F^x(y)} \left[ \hat{F}^x(y) - F^x(y) \right]. \]

Then the proof of Theorem 3.2 can be deduced from the following intermediate results. \(\square\)

**Lemma 3.1.** Under the hypotheses of Theorem 3.2, we have:

(3.2) \[ \lim_{n \to \infty} \hat{f}^x(y) = f^x(y) \quad \text{a.co.} \]

and

(3.3) \[ \lim_{n \to \infty} \hat{F}^x(y) = F^x(y) \quad \text{a.co.} \]

**Lemma 3.2.** Under the hypotheses of Theorem 3.2, we have:

(3.4) \[ \exists \delta > 0, \quad \sum_{n \in \mathbb{N}} \mathbb{P} \left\{ \left(1 - \hat{F}^x(y)\right) < \delta \right\} < \infty. \]
Theorem 3.3. The hypotheses (H1)–(H8) imply

\[ \hat{h}^x(y) - h^x(y) = O\left( \phi_x^{-1} \left( \frac{k_n}{n} \right)^{\alpha_1} \right) + O\left( g_n^\beta \right) + O\left( \frac{\log n}{k_n g_n} \right) \quad \text{a.co.} \]

Proof: We consider the decomposition (3.1), and the proof of this Theorem is a consequence of these results.

Lemma 3.3. Under the hypotheses of Theorem (3.3), we have:

\[ \hat{f}^x(y) - f^x(y) = O\left( \phi_x^{-1} \left( \frac{k_n}{n} \right)^{\alpha_1} \right) + O\left( g_n^\beta \right) + O\left( \frac{\log n}{k_n g_n} \right) \quad \text{a.co.} \]

Lemma 3.4. Under the hypotheses of Theorem (3.3), we have:

\[ \hat{F}^x(y) - F^x(y) = O\left( \phi_x^{-1} \left( \frac{k_n}{n} \right)^{\alpha_1} \right) + O\left( g_n^\beta \right) + O\left( \frac{\log n}{k_n g_n} \right) \quad \text{a.co.} \]

3.2. Asymptotic normality

This section contains results on the asymptotic normality of \( \hat{h}^x(y) \). For this, we have to add the followings assumptions:

(H9) For each sequence \( U_n \downarrow 0 \) as \( n \to \infty \) of positive real numbers, there exists a function \( \lambda(\cdot) \) such that:

\[ \forall t \in [0, 1], \quad \lim_{U_n \to \infty} \frac{\phi_x(t U_n)}{\phi_x(U_n)} = \lambda(t). \]

(H10) \[ \lim_{n \to \infty} \left( g_n^2 - \phi_x^{-1} \left( \frac{k_n}{n} \right) \right) \sqrt{k_n} = 0 \quad \text{and} \quad \frac{1}{k_n g_n} = o\left( g_n^\beta \right). \]

Theorem 3.4. Assume that (H1), (H9), (H10) hold, then for any \( x \in A \), we have:

\[ \left( \frac{k_n g_n}{\sigma_h^2(x, y)} \right)^{1/2} \left[ \hat{h}^x(y) - h^x(y) \right] \xrightarrow{\mathcal{D}} \mathcal{N}(0, 1) \quad \text{as} \quad n \to \infty, \]

where

\[ \sigma_h^2(x, y) = \frac{\alpha_2 h^x(y)}{\alpha_1^2 (1 - F^x(y))} \]

(with: \( \alpha_j = K^j(1) - \int_0^1 (K^j)'(s) \lambda(s) \, ds \) for \( j = 1, 2 \)),

\[ A = \left\{ x \in \mathcal{E} : f^x(y)[1 - F^x(y)] \neq 0 \right\}, \]

\( \xrightarrow{\mathcal{D}} \) means the convergence in distribution.
**Proof:** We consider the decomposition (3.1) and we show that the proof of Theorem (3.4) is a consequence of the following results.

**Lemma 3.5.** Under the hypotheses of Theorem (3.4), we have:
\[
\left( \frac{k_n g_n}{\sigma_f(x, y)} \right)^{1/2} \left[ \hat{f}_x(y) - f(x) \right] \xrightarrow{D} \mathcal{N}(0, 1) \quad \text{as} \; n \to \infty,
\]
where
\[
(3.9) \quad \sigma_f^2(x, y) = f(x) \int R^2(t) \, dt.
\]

**Lemma 3.6.** Under the hypotheses of Theorem 3.4, we have:
\[
\left( \frac{k_n g_n}{\sigma_F(x, y)} \right)^{1/2} \left[ \hat{F}_x(y) - F(x) \right] \xrightarrow{D} \mathcal{N}(0, 1) \quad \text{as} \; n \to \infty,
\]
where
\[
(3.10) \quad \sigma_F^2(x, y) = F(x) \left[ 1 - F(x) \right].
\]

**Lemma 3.7.** Under the hypotheses of Theorem 3.4, we have:
\[
(1 - \hat{F}_x(y)) \to (1 - F(x)) \quad \text{in probability}.
\]

4. APPLICATIONS

4.1. Conditional Confidence Interval

The main application of the Theorem (3.4) is the to build confidence interval for the true value of \( h^2(y) \) for a given curve \( X = x \). A plug-in estimate for the asymptotic standard deviation \( \sigma(x, \theta_x) \) can be obtained using the estimators \( \hat{h}^2(y) \) and \( \hat{F}^2(y) \) of \( h^2(y) \), \( F^2(y) \) respectively. We get \( \hat{\sigma}(x, y) := \left( \frac{\hat{\alpha}_2 \hat{h}^2(y)}{(\hat{\alpha}_1) \left( 1 - \hat{F}^2(y) \right)} \right)^{1/2} \).

Then \( \hat{h}^2(y) \) can be used to get the following approximate \( (1 - \zeta) \) confidence interval for \( h^2(y) \)
\[
\hat{h}^2(y) \pm t_{1-\zeta/2} \times \left( \frac{\hat{\sigma}^2_n(x, y)}{g_n k} \right)^{1/2}
\]
where \( t_{1-\zeta/2} \) denotes the \( 1 - \zeta/2 \) quantile of the standard normal distribution.
We estimate empirically $\alpha_1$ and $\alpha_2$ by
\[
\hat{\alpha}_1 = \frac{1}{kg(x)} \sum_{i=1}^{n} K_i \quad \text{and} \quad \hat{\alpha}_2 = \frac{1}{kg(x)} \sum_{i=1}^{n} K_i^2 ,
\]
where $K_i = K\left(\frac{d(x, X_i)}{\phi^{-1}(k/n)}\right)$.

This last estimation is justified by the fact that, under (H1), (H5) and (H6), we have, (see Ferraty and Vieu ([13]) p. 44)
\[
\frac{1}{kg(x)} \mathbb{E}[K_j^2] \to \alpha_j , \quad j = 1, 2 .
\]

4.2. A Simulation study

In this section we will show the effectiveness of $k$-NN method compared to the kernel estimation using simulated data. For this we considered a sample of a diffusion process on interval $[0, 1]$, $Z_1(t) = 2 - \cos(\pi t W)$ and $Z_2(t) = \cos(\pi t W)$, where $W$ is the standard normal distribution and take $X(t) = AZ_1(t) + (1 - A)Z_2(t)$, where $A$ is random variable Bernoulli distributed. We carried out the simulation with a 200-sample of the curve $X$ which is represented by the following graph:

![Figure 1: The 200 curves X.](image)

For the scalar response variable, we took $Y = Ar_1(X) + (1 - A)r_2(X)$ where $r_1$ (resp. $r_2$) is the nonlinear regression model $r_1(X) = 0.25 \times \left(\int_0^1 X'(t) \, dt\right)^2 + \epsilon$, with $\epsilon$ is $U([0, 0.5])$ (resp. $r_2(X)$ is the null function). We choose a quadratic kernel $K$ defined by:
\[
K(x) = \frac{3}{2} (1 - x^2) \mathbb{1}_{[0,1]} .
\]
In practice, the semi-metric choice is based on the regularity of the curves $X$. For this we use the semi-metric defined by the $L_2$-distance between the $q^{th}$ derivatives of the curves. In order to evaluate the MSE (Mean Square Error) we proceed by the following algorithm:

**Step 1.** We split our data into two subsets; the first sample, of size $n = 120$ corresponds to the learning sample which will be used, as a sample, to compute our conditional hazard function estimators for the 80 remaining curves (considered as the test sample).
- $(X_j, Y_j)_{j \in J}$ learning sample,
- $(X_i, Y_i)_{i \in I}$ test sample.

**Step 2.**
- We use the learning sample for computing the hazard function estimator $\hat{h}_j$, for all $j \in J$.
- We set: $i^* = \arg \min_{j \in J} d(X_i, X_j)$.
- We put: $\forall i \in I$, 
  $$\hat{T}_i = \hat{h}_{X_i^*}(Y_i) \text{ for kernel method,}$$
  $$\hat{T}_i = \hat{h}_{X_{k_{\text{opt}}}}(Y_i) \text{ for } k\text{-NN method,}$$

where

$X_i^*$ : is the nearest curve to $X_j$,
$k_{\text{opt}}$: $\arg \min_a (CV(a))$,

with

$$CV(a) = \frac{1}{n} \left[ \sum_{i \in J} \int \left( \hat{f}_{(a,b)}^{-i}(X_i, y) \right)^2 dy - 2 \sum_{i \in J} \hat{f}_{(a,b)}^{-i}(X_i, Y_i) \right]$$

and

$$\hat{f}_{(a,b)}^{-k}(x, y) = \frac{b^{-1} \sum_{i \in J, i \neq k} K\left(\frac{d(x, X_i)}{a}\right) R\left(\frac{y-Y_i}{b}\right)}{\sum_{i \in J} K\left(\frac{d(x, X_i)}{a}\right)}.$$

**Step 3.** The error used to evaluate this comparison is the mean of square error (MSE) expressed by

$$\frac{1}{\text{card}(I)} \sum_{i \in I} \left| h(Y_i) - \hat{T}(X_i, Y_i) \right|^2,$$

where $\hat{T}$ designate the estimator used: kernel or $k$-NN method estimation and $h$ is the true hazard function.

Consequently, the $k$-NN method gives slightly better results than the kernel method. This is confirmed by the MSE-$k$-NN = 0.8227394 and MSE-Kernel = 1.347982.
4.3. Real data application

To highlight the efficiency and robustness of the method of \( k \) nearest neighbors with respect to the kernel method in estimating the conditional hazard function, we will test these two methods in the presence or not of heterogeneous data.

To do this, based on the study of Burba et al. (2009) which emphasizes the effect of the nature of the data (homogeneous or heterogeneous) on the quality of the estimate, especially the superiority of the \( k \)-nearest neighbors in the presence of very heterogeneous data.

For this purpose, we apply the described algorithm used in the simulation study to some chemometrical real data available on the site\(^3\), the original of these data (215 selected pieces of meat) comes from a quality control problem in the food industry that controls grease on a sample of finely chopped meat by chemical processes.

The sample of size 215 was split into learning sample of size 205 (with all data), 178 (without the heterogeneous data, 27 values) and testing sample of size 10. Figure 2 displays the curves of learning sample for all data and the curves of learning sample without the heterogeneous one.

![Figure 2: The learning curves.](image-url)

For our study, we use the standard \( L^2 \) semi-metric and a quadratic kernel function \( K \).

We plot the conditional hazard function estimated for the first 3 values of the testing sample, Figure 3 depicts that the \( k \)-NN method in presence of hetero-

\(^3\)http://lib.stat.cmu.edu/datasets/tecator.
Geneous data give a better estimation of the conditional hazard function prediction (regular function) than the kernel method estimation (non-regular function) and when the data are homogeneous the two method give the same result which can be easily seen in Figure 4.

Figure 3: $k$-NN method (upper panels) vs kernel method (lower panels) of conditional hazard function for all data.

Figure 4: $k$-NN method (upper panels) vs kernel method (lower panels) of conditional hazard function for homogeneous data.
5. GENERAL TECHNICAL TOOLS

Let \((A_i, B_i)_{i \in \mathbb{N}}\) be a sequence of random variables with values in \((\Omega \times \mathbb{R}, \mathcal{A} \otimes \mathcal{B})\), independent but not necessarily identically distributed, where \((\Omega, \mathcal{A})\) is a general measurable space, let \(G : \mathbb{R} \times \Omega \rightarrow \mathbb{R}^+\) a measurable function such that:
\[
\forall w, w' \in \mathbb{R}, \quad w \leq w' \implies G(w, z) \leq G(w', z), \quad \forall z \in \Omega.
\]
Let \(c\) be a not random positive real number and \(T\) a real random variable: we define, \(\forall n \in \mathbb{N}^*\),
\[
C_n(T) = \frac{\sum_{i=1}^{n} B_i G(T, A_i)}{\sum_{i=1}^{n} G(T, A_i)}.
\]

Lemma 5.1 (Burba et al. ([3])). Let \((D_n)_{n \in \mathbb{N}}\) be a sequence of real random variables and \((u_n)_{n \in \mathbb{N}}\) be a decreasing sequence of positive numbers. If \(l = \lim u_n \neq 0\), and if, for all increasing sequence \(\beta_n \in ]0, 1[\), there exist two sequences of real random variables \((D_n^+ (\beta_n))_{n \in \mathbb{N}}\) and \((D_n^- (\beta_n))_{n \in \mathbb{N}}\):
\[
\begin{align*}
\text{(L1)} & \quad \forall n \in \mathbb{N}, \quad D_n^- \leq D_n^+ \quad \text{and} \quad \mathbb{I}_{D_n^- \leq D_n \leq D_n^+} \rightarrow 1 \quad \text{a.co.} \\
\text{(L2)} & \quad \sum_{i=1}^{n} G(D_n^-, A_i) - \beta_n = O(u_n) \quad \text{a.co.} \\
\text{(L3)} & \quad C_n(D_n^-) - c = O(u_n) \quad \text{a.co.} \\
& \quad C_n(D_n^+) - c = O(u_n) \quad \text{a.co.}
\end{align*}
\]
Then:
\[
C_n(D_n) - c = O(u_n) \quad \text{a.co.}
\]
If \(l = 0\) and if (L1), (L2), (L3) hold for any increasing sequence \(\beta_n \in ]0, 1[\) with limit 1, the same result holds.

Lemma 5.2 (Burba et al. ([3])). Let \((D_n)_{n \in \mathbb{N}}\) be a sequence of real random variables and \((v_n)_{n \in \mathbb{N}}\) be a decreasing positive sequence. If \(l' = \lim v_n \neq 0\), and if, for all increasing sequence \(\beta_n \in ]0, 1[\), there exist two sequences of real random variables \((D_n^+ (\beta_n))_{n \in \mathbb{N}}\) and \((D_n^- (\beta_n))_{n \in \mathbb{N}}\):
\[
\begin{align*}
\text{(L1')} & \quad \forall n \in \mathbb{N}, \quad D_n^- \leq D_n^+ \quad \text{and} \quad \mathbb{I}_{D_n^- \leq D_n \leq D_n^+} \rightarrow 1 \quad \text{a.co.}
\end{align*}
\]
\[\sum_{i=1}^{n} G(D_{n}^{-}, A_{i}) - \beta_{n} = o(v_{n}) \quad \text{a.co.}\]
\[(L'2)\]

\[\sum_{i=1}^{n} G(D_{n}^{+}, A_{i})\]

\[\sum_{i=1}^{n} G(D_{n}^{+}, A_{i})\]

\[(L'3)\]

\[C_{n}(D_{n}^{-}) - c = o(v_{n}) \quad \text{a.co.}\]
\[C_{n}(D_{n}^{+}) - c = o(v_{n}) \quad \text{a.co.}\]

Then:
\[C_{n}(D_{n}) - c = o(v_{n}) \quad \text{a.co.}\]

If \(l' = 0\) and if \((L'1), (L'2), (L'3)\) hold for any increasing sequence \((\beta_{n}) \in ]0, 1[\) with limit 1, the same result holds.

Burba et al. ([3]) use in their consistency proof of the k-NN kernel estimate for independent data a Chernoff-type exponential inequality to check conditions \((L1)\) or \((L'1)\).

**Lemma 5.3** (Burba et al. ([3])). Let \((X_{1}, X_{2}, ..., X_{n})\) be independent random variable in \(\{0, 1\}\). We note \(X = \sum_{i=1}^{n} X_{i}\) and \(\mu = E(X)\): then, \(\forall \delta > 0\),

\[\mathbb{P}[X > (1 + \delta) \mu] < \left[ e^{\delta / (1 + \delta)^{1+\delta}} \right]^{\mu},\]
\[\mathbb{P}[X < (1 - \delta) \mu] < \left[ e^{-\delta^{2} / 2\mu} \right].\]
APPENDIX

Proof of Section 3.1

Proof of Lemma 3.1: On one hand, to prove the first result, we apply Lemma 5.2 with:

\[
\begin{align*}
\begin{cases}
v_n = 1, \\
H_n = D_n, \\
\hat{f}_x(y) = C_n(D_n), \\
f_x(y) = c.
\end{cases}
\end{align*}
\]

Choose \( \beta_n \in ]0, 1[ \), \( (D^-_n) \) and \( (D^+_n) \) such that:

\[
\begin{align*}
\begin{cases}
\varphi_x(D^-_n) = \sqrt{\beta_n} \varphi_x(h) = \sqrt{\beta_n} \frac{k_n}{n}, \\
\varphi_x(D^+_n) = \frac{1}{\sqrt{\beta_n}} \varphi_x(h) = \frac{1}{\sqrt{\beta_n}} \frac{k_n}{n}.
\end{cases}
\end{align*}
\]

Define

\[
\begin{align*}
\begin{cases}
h^- = D^-_n = \varphi_x^{-1}\left(\sqrt{\beta_n} \frac{k_n}{n}\right), \\
h^+ = D^+_n = \varphi_x^{-1}\left(\frac{1}{\sqrt{\beta_n}} \frac{k_n}{n}\right).
\end{cases}
\end{align*}
\]

Ferraty and Vieu ([13]) proved under the conditions of Theorem 3.1 that:

\[
\frac{1}{n \varphi_x(h)} \sum_{i=1}^{n} K\left(h^{-1}d(x, X_i)\right) \rightarrow 1 \quad \text{a.co.}
\]

Under the conditions (A.2) and (A.3), we have:

\[
\begin{align*}
\begin{cases}
\frac{1}{n \varphi_x(D^-_n)} \sum_{i=1}^{n} K\left((D^-_n)^{-1}d(x, X_i)\right) \rightarrow 1 \quad \text{a.co.} \\
\frac{1}{n \varphi_x(D^+_n)} \sum_{i=1}^{n} K\left((D^+_n)^{-1}d(x, X_i)\right) \rightarrow 1 \quad \text{a.co.}
\end{cases}
\end{align*}
\]

Then:

\[
\frac{\sum_{i=1}^{n} K\left((D^-_n)^{-1}d(x, X_i)\right)}{\sum_{i=1}^{n} K\left((D^+_n)^{-1}d(x, X_i)\right)} \rightarrow \beta_n \quad \text{a.co.},
\]

\[
\frac{\sum_{i=1}^{n} K\left((D^-_n)^{-1}d(x, X_i)\right)}{\sum_{i=1}^{n} K\left((D^+_n)^{-1}d(x, X_i)\right)} \rightarrow \beta_n \quad \text{a.co.},
\]
so that \((L'2)\) is checked. Now by using Lemma (6.15) in Ferraty and Vieu ([13]) under the conditions of Theorem 3.1 and
\[(A.4)\]
\[D_n \to 0, \quad \frac{\log n}{n \varphi_x(D_n)} \to 0 \quad (n \to \infty),\]
we have:
\[C_n(D_n^-) \to c \quad \text{a.co.}\]
\[C_n(D_n^+) \to c \quad \text{a.co.}\]
so \((L'3)\) is verified. Finally, we check \((L'1)\). The first part is obvious, and the second one that:
\[\forall \epsilon > 0, \quad \sum_{n \geq 0} P\left(|I_{D_n^- < H_n < D_n^+} - 1| > \epsilon\right) < \infty.
\]
We know that:
\[P\left(|I_{D_n^- < H_n < D_n^+} - 1| > \epsilon\right) \leq P[H_n < D_n^-] + P[H_n > D_n^+] \text{ A}_1 \leq P\left[\sum_{i=1}^{n} I_{B(x, D_n^-)} > k_n\right].\]
And by using Lemma 5.3 with
\[(A.5)\]
\[\begin{cases} X_i = I_{B(x, D_n^-)} , \\ X = \sum_{i=1}^{n} I_{B(x, D_n^-)} , \\ P(X_i = 1) = \varphi_x(D_n^-) , \\ \mu = E(X) = \sum_{i=1}^{n} E[I_{B(x, D_n^-)}] = n \varphi_x(D_n^-) , \end{cases} \]
we get:
\[P[H_n < D_n^-] < \left[e^{\left(\frac{1}{\sqrt{\beta}} - 1\right)} / \left(\frac{1}{\sqrt{\beta}}\right)^{\frac{1}{\sqrt{\beta}}}\right]^{n \varphi_x(D_n^-)} \]
\[< n \left(\frac{\log \sqrt{\beta} e^{(1-\sqrt{\beta})}}{\log n}\right)^{\frac{k_n}{\log n}}.\]
Under the hypotheses \((A.4)\) and as \(\sqrt{\beta}(e^{(1-\sqrt{\beta})}) < 1\) then:
\[A_1 = P[H_n < D_n^-] < \infty.\]
Turning now to the study of \(A_2\), we obtain
\[P[H_n > D_n^+] = P\left[\sum_{i=1}^{n} I_{B(x, D_n^+)} < n \sqrt{\beta} \varphi_x(D_n^+)\right].\]
under the modification (A.5), and by applying the Lemma 5.3 we obtain:

\[
\mathbb{P}[H_n > D_n^+] < e^{-\frac{k_n(1-\sqrt{\beta})^2}{2\sqrt{\beta}}} < \left(\frac{(1-\sqrt{\beta})^2}{2\sqrt{\beta}}\right)^{\frac{k_n}{\log n}}.
\]

Since \(\frac{(1-\sqrt{\beta})^2}{2\sqrt{\beta}} > 0\) and \(\frac{n\varphi(x)(h)}{\log n} \to \infty\) then:

\[
\mathbb{P}[H_n > D_n^+] < \infty.
\]

Finally:

\[
\mathbb{P}\left[\left|1 - \left|\frac{1}{n}I_{D_n^+} - 1\right| \epsilon\right| > 1 - F_x(y)\right] < \infty.
\]

On the other hand, we prove the second result. For this, we use the preceding steps with:

(A.6)

\[
\begin{align*}
v_n &= 1, \\
H_n &= D_n, \\
\hat{F}^x(y) &= C_n(D_n), \\
F^x(y) &= c.
\end{align*}
\]

\[\square\]

**Proof of Lemma 3.2:** It is clear that:

\[
|1 - \hat{F}^x(y)| < \frac{1 - F^x(y)}{2} \implies |\hat{F}^x(y) - F^x(y)| > \frac{1 - F^x(y)}{2}.
\]

Turning now, to the term of probability, we obtain:

\[
\mathbb{P}\left[|1 - \hat{F}^x(y)| < \frac{1 - F^x(y)}{2}\right] \leq \mathbb{P}\left[|\hat{F}^x(y) - F^x(y)| > \frac{1 - F^x(y)}{2}\right],
\]

\[
\sum_{n \in \mathbb{N}} \mathbb{P}\left[|1 - \hat{F}^x(y)| < \frac{1 - F^x(y)}{2}\right] \leq \sum_{n \in \mathbb{N}} \mathbb{P}\left[|\hat{F}^x(y) - F^x(y)| > \frac{1 - F^x(y)}{2}\right].
\]

For the second term, by result 3.3, we have:

\[
\sum_{n \in \mathbb{N}} \mathbb{P}\left[|\hat{F}^x(y) - F^x(y)| > \frac{1 - F^x(y)}{2}\right] < \infty.
\]

Then, for \(\delta = \frac{1 - F^x(y)}{2}\), we obtain:

\[
\sum_{n \in \mathbb{N}} \mathbb{P}\left[|\hat{F}^x(y) - F^x(y)| > \frac{1 - F^x(y)}{2}\right] < \infty.
\]
Proof of Lemma 3.3: To prove this lemma, we use Lemma 5.1. Choose \( \beta_n \) as an increasing sequence in \([0,1]\) with limit 1. Furthermore, we choose \( D_n^- \) and \( D_n^+ \) under (A.2), Ferraty and Vieu ([13]) proved under the conditions of Theorem 3.1 that:

\[
\hat{r}_3(x) - \mathbb{E}[\hat{r}_3(x)] = O\left(\frac{\log n}{n h_n \varphi_x(h)}\right),
\]
with

\[
\hat{r}_3(x) = \frac{1}{n} \sum_{i=1}^{n} \frac{K(h_n^{-1}d(x, X_i))}{\mathbb{E}[K(h_n^{-1}d(x, X_i))]} \Gamma_i(y) - \frac{1}{n} \sum_{i=1}^{n} \mathbb{E}\left[\frac{K(h_n^{-1}d(x, X_i))}{\mathbb{E}[K(h_n^{-1}d(x, X_i))]} \Gamma_i(y)\right]
\]

\[
= \frac{1}{n \mathbb{E}[K(h_n^{-1}d(x, X_i))]} \sum_{i=1}^{n} K(h_n^{-1}d(x, X_i)) \Gamma_i(y) - \frac{1}{\mathbb{E}[K(h_n^{-1}d(x, X_i))]} \mathbb{E}[K(h_n^{-1}d(x, X_i)) \mathbb{E}(\Gamma_1(y)/X_1)]
\]

\[
= \frac{1}{n \mathbb{E}[K(h_n^{-1}d(x, X_i))]} \sum_{i=1}^{n} K(h_n^{-1}d(x, X_i)) \Gamma_i(y) - \mathbb{E}(\Gamma_1(y)/X_1).
\]

Using the fact that \( \mathbb{E}[K(h_n^{-1}d(x, X_i))] = O(\varphi_x(h)) \) (see Ferraty and Vieu ([13]) and under the notations (A.2) and (A.3), we have:

\[
\begin{cases}
\frac{1}{n \varphi_x(D_n^-)} \sum_{i=1}^{n} K\left(\frac{d(x, X_i)}{D_n^-}\right) \Gamma_i(y) = \mathbb{E}(\Gamma_1(y)/X_1) + O\left(\sqrt{\frac{\log n}{g_n k_n}}\right),

\frac{1}{n \varphi_x(D_n^+)} \sum_{i=1}^{n} K\left(\frac{d(x, X_i)}{D_n^+}\right) \Gamma_i(y) = \mathbb{E}(\Gamma_1(y)/X_1) + O\left(\sqrt{\frac{\log n}{g_n k_n}}\right).
\end{cases}
\]

By this, we obtain:

\[
\frac{\sum_{i=1}^{n} K\left(\frac{d(x, X_i)}{D_n^-}\right)}{\sum_{i=1}^{n} K\left(\frac{d(x, X_i)}{D_n^+}\right)} - \beta_n = O\left(\frac{\sqrt{\log n}}{g_n k_n}\right) \text{ a.co.}
\]
that (L2) is verified. Now, we apply Lemma (6.15) for Ferraty and Vieu ([13]) under (A.2) and (A.1), we get:

\[ C_n(D^-_n) - c = O \left( \varphi^{-1}_x \left( \frac{k_n}{n} \right)^\alpha \right) + O(g^\beta_n) + O \left( \sqrt{\frac{\log n}{g_n k_n}} \right) \text{ a.co.} \]

\[ C_n(D^+_n) - c = O \left( \varphi^{-1}_x \left( \frac{k_n}{n} \right)^\alpha \right) + O(g^\beta_n) + O \left( \sqrt{\frac{\log n}{g_n k_n}} \right) \text{ a.co.} \]

that verifies condition (L3).

**Proof of Lemma 3.4:** To verify this Lemma, we pass by the same steps as before, such that: Ferraty and Vieu ([13]) showed that

\[ \hat{r}_1(x) - 1 = O \left( \sqrt{\frac{\log n}{n \varphi_x(h)}} \right), \]

with

\[ \hat{r}_1(x) = \frac{1}{n} \sum_{i=1}^{n} K \left( h^{-1}_n d(x, X_i) \right) \frac{K(h^{-1}_n d(x, X_1))}{E K(h^{-1}_n d(x, X_1))}. \]

Then

\[ \frac{1}{n} \sum_{i=1}^{n} K \left( h^{-1}_n d(x, X_i) \right) - \varphi_x(h) = O \left( \sqrt{\frac{\log n}{n \varphi_x(h)}} \right) \]

and under the same choice of \( h^- = D^-_n \) and \( h^+ = D^+_n \) as above, we have:

\[
\begin{align*}
\frac{1}{n} \sum_{i=1}^{n} K \left( \frac{d(x, X_i)}{D^-_n} \right) &= \sqrt{\frac{\beta_n k_n}{n}} + O \left( \frac{\log n}{k_n} \right), \\
\frac{1}{n} \sum_{i=1}^{n} K \left( \frac{d(x, X_i)}{D^+_n} \right) &= \frac{1}{\sqrt{\beta_n}} \frac{k_n}{n} + O \left( \frac{\log n}{k_n} \right).
\end{align*}
\]

We get

\[
\sum_{i=1}^{n} K \left( \frac{d(x, X_i)}{D^-_n} \right) - \beta_n = O \left( \sqrt{\frac{\log n}{k_n}} \right)
\]

so that, (L2) is checked. Now we are able to apply Lemma (6.14) in Ferraty and Vieu ([13]) under (A.6), we obtain

\[ C_n(D^-_n) - c = O \left( \varphi^{-1}_x \left( \frac{k_n}{n} \right)^\alpha \right) + O(g^\beta_n) + O \left( \sqrt{\frac{\log n}{k_n}} \right), \]

\[ C_n(D^+_n) - c = O \left( \varphi^{-1}_x \left( \frac{k_n}{n} \right)^\alpha \right) + O(g^\beta_n) + O \left( \sqrt{\frac{\log n}{k_n}} \right), \]

and (L3) is verified. \( \square \)
Proof of Section 3.2

Proof of Lemma 3.5: We denote:

\begin{align}
C_n(H_n) = \hat{f}^x(y), \\
c = f^x(y).
\end{align}

Under (A.2) and (A.3), we have:

\begin{equation}
\left( \frac{k_n g_n}{\sigma^n_f(x, y)} \right)^{1/2} \left[ C_n(H_n) - c \right] = \left( \frac{k_n g_n}{\sigma^n_f(x, y)} \right)^{1/2} \left[ C_n(D_n^+) - c \right] + \left( \frac{k_n g_n}{\sigma^n_f(x, y)} \right)^{1/2} \left[ C_n(H_n) - C_n(D_n^+) \right].
\end{equation}

Then, to establish the asymptotic normality of the conditional density function, we need to show the asymptotic normality of the first term in equation (A.8) and the second term converges a.c.o. to 0.

For this, we remind that, under the same assumptions as Lemma 3.5, Quintela-del-Río ([23]) in Theorem 5 proved that

\begin{equation}
\left( \frac{k_n g_n}{\sigma^n_f(x, y)} \right)^{1/2} \left[ C_n(D_n^+) - c \right] \xrightarrow{D} N(0, 1) \quad \text{as} \quad n \to \infty.
\end{equation}

On the other hand, by hypothesis (H2) and the fact that \( I_{\{D_n^- \leq H_n \leq D_n^+\}} \to 1 \) where \( \frac{k_n}{n} \to 0 \) (see Burba et al. ([3])), we have:

\begin{equation}
C_n(D_n^+) \leq C_n(H_n) \leq C_n(D_n^-).
\end{equation}

Using the fact that:

\begin{equation}
|C_n(H_n) - C_n(D_n^+)| \leq |C_n(D_n^-) - C_n(D_n^+)|
\end{equation}

\begin{equation}
\leq |C_n(D_n^-) - \mathbb{E}[C_n(D_n^-)]| + |C_n(D_n^+) - \mathbb{E}[C_n(D_n^+)]| + |\mathbb{E}[C_n(D_n^-)] - \mathbb{E}[C_n(D_n^+)]|.
\end{equation}

For the first term, we can write:

\begin{equation}
|C_n(D_n^-) - \mathbb{E}[C_n(D_n^-)]| \leq |C_n(D_n^-) - c| + |\mathbb{E}[C_n(D_n^-)] - c|
\end{equation}

by Lemma (3.3), we have:

\begin{equation}
|C_n(D_n^-) - c| = O \left( \varphi^{-1} \left( \frac{k_n}{n} \right)^{\alpha} \right) + O(g^n \beta) + O \left( \sqrt{\frac{\log n}{k_n g_n}} \right).
\end{equation}
and Quintela-del-Río ([23]) proved that:

\[(A.10) \quad |E[C_n(D_n^-)] - c| = o(g_n^d) + O\left(\frac{1}{k_n}\right).\]

Finally, under hypothesis (H10), we obtain the almost complete convergence of the first term of (A.9). And to establish the almost complete convergence of the second term we apply the same steps as before.

Finally for the third term, we have:

\[|E[C_n(D_n^-)] - E[C_n(D_n^+)]| \leq |E[C_n(D_n^-)] - c| + |E[C_n(D_n^+)] - c|\]

the almost complete convergence to 0 of these two terms is verified in (A.10).

**Proof of Lemma 3.6:** To prove this Lemma, we apply the same steps as preceding with:

\[(A.11) \quad \begin{cases} 
C_n(H_n) = \hat{F}^x(y), \\
c = F^x(y).
\end{cases}\]

**Proof of Lemma 3.7:** It is clear that, the result (3.3) of Lemma (3.1) permits to conclude that:

\[\hat{F}^x(y) \rightarrow F^x(y) \quad \text{in probability.}\]
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