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Abstract:
- This paper aims to analyze unstructured data using a text mining approach. The work was motivated in order to organize and structure research in Risk Theory. In our study, the subject to be analyzed is composed by 27 published papers of the risk and ruin theory topic, area of actuarial science. They were coded into 32 categories. For the purpose, all data was analyzed and figures were produced using the software NVivo 11 plus. Software NVivo is a specialized tool in analyzing unstructured data, although it is commonly used just for qualitative research. We used it for Quali-Quant analysis.
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1. INTRODUCTION

As widely known, Big Data is an area of great development in statistics. We can define Big Data as “a phenomenon defined by the rapid acceleration in the expanding volume of high velocity, complex, and diverse types of data. Big Data is often defined along three dimensions – volume, velocity, and variety” (TechAmerica Foundation’s Federal Big Data Commission, 2012).

According to Han et al. (2012) data mining is the process of mining through large amount of data to extract meaningful information, knowledge. It’s also treated by many people as a synonym for knowledge discovery from data, simply KDD.

Text mining in an analogous manner as data mining, aims to extract information from data, but in this case the data comprehend to texts and do it through identification and exploration of interesting patterns (Feldman and Sanger, 2006). Accordingly to Aggarwal and Zhai (2012), the primary goal of text mining is analyzing information to discover patterns, going beyond information access to further help users analyze and digest information and facilitate decision making.

Text mining has been used as a form to extract knowledge from text, it has been applied to social media (see Corley et al. (2010), Zeng et al. (2010), Maynard et al. (2012), He et al. (2013), Mostafa (2013)), health science (see Chen et al. (2005), Cohen and Hersh (2005), Collier et al. (2008), Zweigenbaum et al. (2007), Hirschman et al. (2012)), in social sciences (see Peng et al. (2012)) and other fields.

Francis and Flynn (2010) show that text mining can be used to generate new information from the unstructured text data. Text mining can also be used to extract quantitative information, as Kim and Jun (2015) did to obtain a Gaussian copula regression model.

This paper was motivated to organize and structure our research in Risk Theory, the goal is to study this thematic in the most embracing, as well as profoundly, way. First, we need to know what has been studied in this topic so we selected the papers in the area and we aimed to extract knowledge from this database. We uploaded it in the software so it can be read for us.

The software can recognize patterns and present pertinent connections that otherwise we would miss and also spot the most pertinent papers in the area. The NVivo is usually used to qualitative analysis, but as Kim and Jun (2015) did in their paper, we also did a quali-quant analysis that evidence the ability to use this software for quantitative analysis and we expect that others researchers will do the same.
This paper is organized as follows: In Section 2 we speak about the collected data under analysis. Section 3 is about the coding of the data, the coding matrix, the relationship between the nodes, that is, we plotted the nodes hierarchically. Then, we present the cluster analysis for the nodes and the sources (papers), the comparison diagrams and to finalize, a structural matrix. To conclude, in Section 4 we write some final remarks.

2. THE DATA

Our data is composed by published scientific papers. For this particular study we chose a limited set, enough for our immediate purpose. Working with reference material in many aspects is no different from working with any other form of text. As it is in the form of research literature, it will contain author defined sections that can be compared across the references. Also, keywords are available. Therefore we can consider that this type of data is also likely to be more structured than information from an interview [see for example Bazeley and Jackson (2013)].

We chose a set of 27 scientific papers to be analyzed. We uploaded these 27 papers in the platform, coded and then analyzed all data. These papers are references for a particular research project in development in risk theory. These papers are: Afonso et al. (2017), Ammeter (1948); Asmussen and Albrecher (2010); Bergel and Egídio dos Reis (2016); Constantinescu et al. (2011); Constantinescu et al. (2012); Constantinescu et al. (2016); Czado et al. (2011); Frees and Wang (2006); Frees et al. (2011); Frees et al. (2016); Garrido et al. (2016); Gschlößl and Czado (2007); Jasiewicz (2001); Jørgensen and Paes De Souza (1994); Krämer et al. (2013); Kreer et al. (2015); Li et al. (2015); Maume-Deschamps et al. (2017); Ni et al. (2014a); Ni et al. (2014b); Quijano Xacur and Garrido (2015); Renshaw (1994); Rolski et al. (1999); Schulz (2013); Shi et al. (2015) and Song et al. (2009).

Using the software, the first task we took was to build a word cloud composed by the the most pertinent words in our entire data base to use in our study. After removing all the verbs, articles and non-meaningful wording, the words are then gathered according to their stem, then search the frequency of words, making possible to obtain the cloud as shown in Figure 1. It’s important to point out that the word cloud shows the essence of the data base, where the size matters.

In the coding we will present the figures in the order in which we elaborated them. First, as prior mentioned is the word cloud in Figure 1, which will contribute on the creation of the categories. Then, in Figure 2 is presented the Word Tree for the node “Aggregate claims model”, that we obtain when coding the database.
In Figure 3 is a chart node coding for “Claim Severity”, that derives from this specific category after coding the database. In sequence, we desire to see how each one of the categories fit hierarchically in the entire group of categories and also how they connect with one another, therefore we present them in Figure 4 and in Figure 5, respectively.

Then, we analyze first the categories and then the sources using cluster analysis, for the Cluster analysis of the categories we exhibit two figures, in Figure 6 is the circle graph and in Figure 7 is the dendrogram. As a result of the cluster analysis for the sources we display one dendrogram in Figure 8.

Posteriorly, we conclude from the cluster analysis and from the coding matrix the categories that are interesting to compare, hence we present in Figure 9 two comparison diagrams. Finally, we present a summarized framework matrix.

3. THE CODING AND ANALYSIS

A code is an abstract representation of a case. Corbin and Strauss (2008) says that we can think of coding as “mining” the data, digging beneath the surface to discover the hidden treasures contained within data. Accordingly to Bazeley and Jackson (2013), coding is one of several methods of working with and building knowledge about data.

Data mining assumes that the data is already stored in an structured way,
whereas text mining assumes that the data is unstructured and still needs coding, accordingly to Feldman and Sanger (2006).

In sequence, all the unstructured data was coded, building categories, that is, we put in each one of the categories the respective parts from text to be able to analyze it in a mathematical way. In other words, after coding we get a structure to be able to analyze with clusters and matrices. With that, we can plot the data now, this was not possible before. The categories were selected after extensive reading and observing the word cloud.

In our particular analysis the codes are: Actuarial; Aggregate Claims Model; Claim Frequency; Claim Severity; Compound Poisson; Conditional; Copulas; Covariates; Dependence; Exponential; Formula; Function; Gamma; Independence; Insurance; Joint Distribution; Loss; Markov; Martingale; Mixed-Poisson; Parameters; Prediction; Premium; Randomness; Regression; Renewal; Risk Theory; Ruin Probability; Simulation; Spatial; Stationary and Stochastic Process.
Figure 2: Word Tree - Aggregate Claims Model
After the code and data organization, for each category is plotted a word tree to see the connection from that word (or expression) in the sentence where it belongs. An example is given in Figure 2, we can observe how the “aggregate claims model” fits in the sentence. In this case, authors are talking mostly about the “dependent” and the “independent” aggregate claims model. They also talk about the “issue of dependence”, “assumption of independence”, “the marginal distributions”, “the structure” and “the effect of extending” the aggregate claims model.

For every category is plotted a chart node coding that presents the sources from our database that address the most and the importance that each paper from the database gives to that code. In Figure 3 we can observe which authors and in which papers the category “Claim Severity” is included. So, we can distinguish the author Constantinescu from our database since four of the papers that address the most to “Claim Severity” are written by her, including the first one.

We plotted the nodes, or categories, hierarchically presented in Figure 4 to observe which categories are most frequent, the most important among the data available.
Figure 4: Nodes Hierarchically
In Figure 4 we can observe how the category that have the most importance is “Function”, then followed by “Exponential” and then “Insurance”. Another fact to point out is how “Claim frequency” is more important hierarchically than “Claim Severity”, which is in line with the fact the most motor insurance models don’t consider the Claim severity.

The authors when trying to capture the dependence between claim frequency and severity can use a “Regression” approach in which use one variable as a “Covariate” in the others regression or they can use a “Copula” approach. In the Figure 4 we can see how although they are almost the same size, “Regression” is still a bigger category.

Also, they can use a distribution to model when trying to capture the dependence, that distribution can be in hierarchically order: “Exponential”, “Compound Poisson”, “Gamma” and “Mixed Poisson”. We can observe that stochastic processes are also very used. So, we can point out the following categories that fits into that description: “Markov”, “Martingale”, “Stationary” and “Stochastic Process” itself. As our database consists in authors that are trying to capture dependence between the two variables in some way, it’s also important to mention how the code “Dependence” is more relevant then “Independence”.

Our target as a research topic is to be able to calculate “Premium” and “Ruin Probability”, although both categories have almost the same size it’s important to mention that in one hand 22 out of the 27 papers address “Premium”, while 10 papers address to “Ruin Probability”. On the other hand, from those 10, there are 614 coded references for “Ruin Probability” and in those 22 papers there are 464 coded references for “Premium”. To conclude the analysis of Figure 4, the method used to calculate these two quantities “Ruin Probability” and “Premium” as mentioned above can also be theoretical through “Formulas” or numerical through “Simulation”. The former is the one that is the most sought in this database.
Figure 5: Coding Matrix - Heat
After, we constructed the *coding matrix* presented on the Figure 5, which shows both in numbers and in graph what is the relationship between the coded categories. In this matrix the colors are meaningful, the darker the color, the more codes are represented in the other coded references. In percentage, until 1% is white, from 1% to 10% is light blue, from 10% to 20% is a shade darker as we can observe between “Claim Frequency” and “Spatial”, from 20% to 30% is another shade darker as we can observe between the node “Premium” in the row and column. The darkest blue means that it’s between 30% and 40% as in “Exponential” in the row and column.

Although we may think to be symmetric, this matrix coding is not symmetric. It would be if we used the numbers, but the numbers are not as important as the percentage of the total for that category. Each cell content is the column percentage of coded references, and it’s not symmetric because of the way the data was collected. That is, the papers are about dependence between the claim frequency and severity random variables, as a consequence the codes are going to reference more dependence than the other way around.

So, for instance when we consider “Copulas” and “Dependence”, dependence is in 10.88% of the coded references from Copulas, and Copulas are in only 4.68% coded references of the Dependence category. Another case is “Premium” and “Insurance”, “Insurance” are represented in 10.41% of the “Premium” coded references while “Premium” are represented in 6.93% of the “Insurance” category.

The *cluster analysis* was afterwards performed in cluster by word similarity using Pearson’s correlation coefficient as the similarity measure. We made it for both the categories and sources to see how they relate. The cluster analysis for the nodes is presented in Figures 6 and 7, a circle graph in Figure 6 and a dendrogram in Figure 7.

In the circle graph in Figure 6 the colors represent the clusters and the lines represent the connection between the nodes, the more and the thicker are the lines, the higher is Pearson’s correlation coefficient. We can observe an asymmetry to the right that means that the nodes on the right have a higher correlation.

Referring now to Figure 7, in this dendrogram we can observe 10 clusters for the 32 nodes represented by the colors and the branches. The following categories before mentioned for stochastic processes are in one cluster together with “Claim Frequency”, since the claim frequency is usually considered as an stochastic process. The coefficient between “Stochastic Process” and “Martingale” is 0.815.

The cluster with the highest similarity is the one that comprehends “Function”, “Conditional”, “Exponential”, “Formula”, “Randomness” and “Renewal”, the coefficient between “Function” and “Conditional” is 0.848, between “Formula” and “Conditional” is 0.820, between “Exponential” and “ Conditional” is 0.817.

The categories “Independence” and “Dependence” present a 0.806 coeffi-
Figure 6: Cluster Analysis of the Nodes - Circle Graph

cient and are clustered together. “Ruin Probability” and “Premium” present a 0.645, both are clustered with “Simulation”. “Claim Severity” and “Claim Frequency” a 0.521, “Claim Severity” is in a cluster with “Covariates” and “Spatial” while “Claim Frequency” is in the first cluster mentioned. “Simulation” and “Formula” a 0.616 and are in different clusters. And finally, “Copulas” and “Regression” a 0.793 and both are in the same cluster (the yellow).

Cluster analysis for the sources from our database was also plotted and is presented in Figure 8. From Figure 8 we can observe the clusters accordingly to colors and branches. There are three big clusters that comprehend 18 papers. The clusters are build using the complete linkage hierarchical clustering algorithm, also known as farthest neighbor clustering.
The higher correlation coefficients are in the middle cluster, the green one, between Frees et al. (2016) and Shi et al. (2015) is 0.91, between Shi et al. (2015) and Czado et al. (2011) is 0.88 and if we consider Frees et al. (2011), Frees et al. (2016), Shi et al. (2015), Afonso et al. (2017) and Czado et al. (2011) the correlation coefficient between two of them at a time goes from 0.83 to 0.91.

The blue cluster groups the papers Maume-Deschamps et al. (2017), Asmussen and Albrecher (2010), Rolski et al. (1999), Constantinescu et al. (2011), Bergel and Egídio dos Reis (2016) and Li et al. (2015), the coefficients between those vary from 0.65 (the farthest sources, Maume-Deschamps et al. (2017) and Li et al. (2015)) to 0.86, coefficient between Rolski et al. (1999) and Asmussen and Albrecher (2010).

We also plotted comparison diagrams. We present in Figure 9 the diagram comparing “Copulas and Covariates” on the left and the diagram comparing “Formula and Simulation” on the right.
Figure 8: Cluster Analysis of the Sources - Dendrogram
Figure 9: Comparison Diagrams
From the comparison diagram between “Copulas” and “Covariates” presented on the left of Figure 9, we can observe that from the 16 references coded for this two categories, Constantinescu et al. (2016), Asmussen and Albrecher (2010) and Maume-Deschamps et al. (2017) work only with copulas. Frees et al. (2011), Gschlößl and Czado (2007), Jørgensen and Paes De Souza (1994), Renshaw (1994) and Schulz (2013) use covariates on their papers. The others eight papers use them both. Both copulas and covariates are methods to try to capture the dependence between the claim frequency and severity variables.

A second comparison diagram is presented on the right of Figure 9, comparing “Formula” and “Simulation”. We can point out that there are 26 papers, since those are the approach that the authors can follow to calculate the ruin probability or/and premium. So some authors used Formula, Ammeter (1948), Bergel and Egídio dos Reis (2016), Li et al. (2015), Maume-Deschamps et al. (2017), Ni et al. (2014b), Renshaw (1994) and Schulz (2013).

On the other hand the following authors from our database used “Simulation”: Czado et al. (2011), Frees et al. (2011), Song et al. (2009), Ni et al. (2014a) and Quijano Xacur and Garrido (2015). The remaining authors used both. It’s worth to comment that Ni, Constantinescu and Pantelous published two papers in 2014, one using “Formula” and the other “Simulation”.

To finalize, we built the framework matrix where each row shows each paper and each columns the category mentioned above, in order to identify subtle connections which can allow a thorough and rigorous study. In Table 1 is presented a summarized version of this framework matrix, in which the first column presents the name of the cases in study, the following columns are 12 different categories and we mark the cells with an “×” to represent the coded categories to each source.

The categories presented in the Table 1 can be shortly defined as: Actuarial/Actuaries: Study of risk/ Scientist of risk; Aggregate Claims Model: Model of claims that considers both and all together frequency and severity of claims; Claim Frequency: Frequency or count of claims in the insurance company; Claim Severity: Severity or amount of claims in the insurance company.

Compound Poisson: Distribution for the aggregate claim amounts used to model the frequency and severity of claims on aggregate; Copulas: Is a multivariate probability tool used to capture dependence; Joint Distribution: Is the distribution of the two or more variables calculated together, jointly.

Premium: Amount paid by the insured for the insurance policy; Regression: Multiple Regression models, can also be GLM’s; Ruin Probability: Probability of ruin of an insurance portfolio or company; Simulation: When simulating different scenarios on a software; Stochastic Process: Random Processes used for the claim frequency, in this case it’s divided into Markov and Martingale processes.
Our source intended to talk about the calculation of premiums and ruin probabilities for insurance application, also to associate the claim frequency with their severity. Some authors use copulas, others use covariates in a regression model, and others try to find a distribution that can capture that dependence.

We were motivated to organize and structure our research in Risk Theory and as presented in the paper, we were able to achieve this goal. And beyond that,
after a deeper study we extracted quantitative knowledge from the database.

We obtained results that made possible to know which authors were the most important for each category as we saw in Figure 3. It was shown in Figure 4 which categories matters the most for this data base and in which ways, hierarchically, the authors approach the subject.

Additionally, in Figure 5 we presented in percentage the relationship between the nodes. At last, from the cluster analysis shown in Figures 6, 7 and 8, we captured relevant patterns among the nodes and the authors.

The result showed to be interesting to compare respective categories and plot comparison diagrams, for instance, comparing Dependence with Independence; Simulation with Formula; Copulas with Covariates; Regression with Copulas; Claim Severity with Claim Frequency among others.

To finalize, this text mining analysis presents a current overview of the knowledge in the field of Ruin Theory research. In addition, a conceptual framework was presented and the key categories for the dependency model were identified. It is presumed that this study will motivate future research on the impact of dependence between these two variables on risk models, bringing to light the categories and links that need further investigation.
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