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Abstract:

- This paper proposes finite mixtures of multivariate skew Laplace distributions in order to model both skewness and heavy-tailedness in heterogeneous data sets. Maximum likelihood estimators for the parameters of interest are obtained using the EM algorithm. The paper offers a small simulation study and a real data example to illustrate the performance of the proposed mixture model.
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Finite mixtures of multivariate skew Laplace distributions are used to model heterogeneous data sets thanks to their flexibility. These models are commonly applied in fields such as classification, cluster and latent class analysis, density estimation, data mining, image analysis, genetics, medicine, pattern recognition and suchlike; for more detail see [7, 12, 20, 21, 27].

In general, the distribution of mixture model components is assumed to be normal because of its tractability and wide applicability. In practice, however, the data sets may be asymmetric and/or heavy-tailed. For instance, there have been a number of studies focusing on multivariate mixture modeling using asymmetric and/or heavy-tailed distributions; [21] propose finite mixtures of multivariate t distributions as a robust extension of the multivariate normal mixture model ([20]); [16] introduces multivariate skew normal mixture models; [24] and [17] examine finite mixtures of restricted and unrestricted variants of the multivariate skew t distributions of [25]; [8] explore multivariate mixture modeling based on skew-normal independent distributions; and [18] introduce flexible mixture modeling based on skew-t-normal distribution.

In multivariate analysis, the multivariate skew normal (MSN) distribution, [4], [14] and [2], is proposed as an alternative to the multivariate normal (MN) distribution in order to deal with skewness in the data. However, certain alternative heavy-tailed skew distributions are required to model skewness and heavy-tailedness because MSN distribution is not heavy-tailed. One such example of heavy-tailed skew distribution is the multivariate skew t (MST) distribution, which is defined by [5] and [13]. [3] also proposes another heavy-tailed skew distribution called the multivariate skew Laplace (MSL) distribution, using a variance-mean mixture of the normal distribution. One advantage of the MSL distribution is that it has a smaller number of parameters than the MST distribution and has the same number of parameters as the MSN distribution. Regarding finite mixtures of the multivariate skew distributions, finite mixtures of MSN distributions were proposed by [16] to model heterogeneous data sets as they may not be able to modeled by mixtures of MN distributions due to the skew feature of data. On the other hand, data sets may not only have a skewness problem, but may also have a heavy-tailedness problem to be dealt with. For this reason, in this study, finite mixtures of MSL distributions as an alternative to finite mixtures of MSN distributions are explored in order to deal with both skewness and heavy-tailedness in heterogeneous data sets.

The rest of the paper is organized as follows: Section 2 summarizes certain properties of the MSL distribution; see [3] for further details of the MSL distribution. Section 3 presents mixtures of MSL distributions and gives the Expectation-Maximization (EM) algorithm to obtain maximum likelihood (ML) estimators for the parameters of the proposed mixture model. Section 4 offers the empirical information matrix of MSL distribution to compute standard errors of proposed
Section 5 provides a small simulation study and a real data example to illustrate the performance of the proposed mixture model. Finally, Section 6 is devoted to conclusions.

2. Multivariate skew Laplace distribution

Let \( Y \in \mathbb{R}^p \) be a p-dimensional random vector which has the MSL distribution \((Y \sim (\mu, \Sigma, \gamma))\) proposed by [3]. The probability density function (pdf) of this distribution is given below:

\[
f_{\text{MSL}}(y; \mu, \Sigma, \gamma) = \frac{|\Sigma|^{-\frac{1}{2}}}{2^p \pi^{\frac{p-1}{2}} \alpha \Gamma \left( \frac{p+1}{2} \right)} \times \exp \left\{ -\alpha \sqrt{(y - \mu)^T \Sigma^{-1} (y - \mu) + (y - \mu)^T \Sigma^{-1} \gamma} \right\},
\]

where \( \alpha = \sqrt{1 + \gamma^T \Sigma^{-1} \gamma} \), \( \mu \in \mathbb{R}^p \) is the location parameter, \( \gamma \in \mathbb{R}^p \) is the skewness parameter, \( \Sigma \) is the positive definite scatter matrix and \( \Gamma (\cdot) \) represents the complete gamma function.

Proposition 2.1. The characteristic function of \( \text{MSL}_p(\mu, \Sigma, \gamma) \) is

\[
\Phi_Y(t) = e^{it^T \mu \left[ 1 + t^T \Sigma t - 2it^T \gamma \right]^{-\frac{p+1}{2}}}, \quad t \in \mathbb{R}^p.
\]

See [3] for proof of this proposition.

If \( Y \sim \text{MSL}_p(\mu, \Sigma, \gamma) \) then the expectation and variance of \( Y \) are:

\[
E(Y) = \mu + (p + 1) \gamma,
\]

\[
\text{Var}(Y) = (p + 1) \left( \Sigma + 2\gamma \gamma^T \right).
\]

The MSL distribution can be obtained as a variance-mean mixture of MN distribution and inverse gamma (IG) distribution. The variance-mean mixture representation is given as follows:

\[
Y = \mu + V^{-1} \gamma + \sqrt{V^{-1} \Sigma \frac{1}{2}} X
\]

where \( X \sim N_p(0, I_p) \) and \( V \sim IG \left( \frac{p+1}{2}, \frac{1}{2} \right) \). Note that if \( \gamma = 0 \), the density function of \( Y \) reduces to the density function of symmetric multivariate Laplace distribution given by [22]. In addition, the conditional distribution of \( Y \) given \( V = v \) will be:

\[
Y|v \sim N_p \left( \mu + v^{-1} \gamma, v^{-1} \Sigma \right).
\]

The joint density function of \( Y \) and \( V \) is:

\[
f(y, v) = \frac{|\Sigma|^{-\frac{1}{2}} e^{(y-\mu)^T \Sigma^{-1} \gamma}}{2^p \pi^{\frac{p-1}{2}} \alpha \Gamma \left( \frac{p+1}{2} \right)} \times \left\{ v^{-\frac{3}{2}} e^{-\frac{1}{2} \left( (y-\mu)^T \Sigma^{-1} (y-\mu) v + (1 + \gamma^T \Sigma^{-1} \gamma) v^{-1} \right)} \right\}
\]
Then, we have the following conditional density function of $V$ given $Y$:

$$
    f(v|y) = \frac{\alpha}{\sqrt{2\pi}} e^{-\frac{1}{2} \left( (y-\mu)^T \Sigma^{-1} (y-\mu) + \alpha^2 v^{-1} \right)}, \quad v > 0.
$$

(2.3)

Using the conditional density function given in (2.3), the conditional expectations can be obtained as follows:

$$
    E(V|y) = \sqrt{1 + \gamma^T \Sigma^{-1} \gamma} \frac{\sqrt{(y-\mu)^T \Sigma^{-1} (y-\mu)}}{(y-\mu)^T \Sigma^{-1} (y-\mu)}
$$

(2.4)

$$
    E(V^{-1}|y) = 1 + \frac{\sqrt{(1 + \gamma^T \Sigma^{-1} \gamma)(y-\mu)^T \Sigma^{-1} (y-\mu)}}{1 + \gamma^T \Sigma^{-1} \gamma}
$$

(2.5)

Note that these conditional expectations will be used in the EM algorithm given in subsection 3.1; see [3] for further details of the MSL distribution.

3. Finite mixtures of MSL distributions

Let $y_1, y_2, \ldots, y_n$ be $p$-dimensional random sample which comes from a $g$-component mixtures of MSL distributions. The pdf of a $g$-component finite mixtures of MSL distributions is given by:

$$
    f(y|\Theta) = \sum_{i=1}^{g} \pi_i f(y; \mu_i, \Sigma_i, \gamma_i),
$$

(3.1)

where $\pi_i$ denotes the mixing probability with $\sum_{i=1}^{g} \pi_i = 1$, $0 \leq \pi_i \leq 1$, $f(y; \mu_i, \Sigma_i, \gamma_i)$ represents the pdf of the $i$th component (pdf of the MSL distribution) given in (2.1) and $\Theta = (\pi_1, \ldots, \pi_g, \mu_1, \ldots, \mu_g, \Sigma_1, \ldots, \Sigma_g, \gamma_1, \ldots, \gamma_g)^T$ is the unknown parameter vector.

3.1. ML estimation

The ML estimator of $\Theta$ can be found by maximizing the following log-likelihood function:

$$
    \ell(\Theta) = \sum_{j=1}^{n} \log \left( \sum_{i=1}^{g} \pi_i f(y_j; \mu_i, \Sigma_i, \gamma_i) \right).
$$

(3.2)

However, there is not an explicit maximizer of (3.2). Therefore, in general, the EM algorithm ([9]) is used to obtain the ML estimator of $\Theta$. Here, we will use the following EM algorithm:
Let $Z_j = (Z_{ij}, \ldots, Z_{gj})^T$ be the latent variables with

$$Z_{ij} = \begin{cases} 1, & \text{if } j^{th} \text{ observation belongs to } i^{th} \text{ component} \\ 0, & \text{otherwise} \end{cases}$$

(3.3)

where $j = 1, \ldots, n$ and $i = 1, \ldots, g$. To implement the steps of the EM algorithm, we will use the stochastic representation of the MSL distribution given in (2.2).

If we do so, the hierarchical representation for the mixtures of MSL distributions will be:

$$Y_j | v_j, z_{ij} = 1 \sim N\left(\mu + v_j^{-1} \gamma, v_j^{-1} \Sigma\right),$$

(3.4)

$$V_j | z_{ij} = 1 \sim IG\left(\frac{p + 1}{2}, \frac{1}{2}\right).$$

Let $(y, v, z)$ be the complete data, where $y = (y_1^T, \ldots, y_n^T)^T$, $v = (v_1, \ldots, v_n)$ and $z = (z_1, \ldots, z_n)^T$. Using the hierarchical representation given above and ignoring the constants, the complete data log-likelihood function can be written as:

$$\ell_c(\Theta; y, v, z) = \sum_{j=1}^n \sum_{i=1}^g z_{ij} \left\{ \log \pi_i - \frac{1}{2} \log |\Sigma_i| + (y_j - \mu_i)^T \Sigma_i^{-1} \gamma_i - \frac{1}{2} \gamma_i^T \Sigma_i^{-1} \gamma_i \right\} - \frac{1}{2} \sum_{j=1}^n \log v_j + v_j^{-1}.$$  

(3.5)

To overcome the latency of the latent variables given in (3.5), we have to take the conditional expectation of the complete data log-likelihood function given the observed data $y_j$

$$E(\ell_c(\Theta; y, v, z | y_j)) = \sum_{j=1}^n \sum_{i=1}^g E(Z_{ij} | y_j) \left\{ \log \pi_i - \frac{1}{2} \log |\Sigma_i| - (y_j - \mu_i)^T \Sigma_i^{-1} \gamma_i - \frac{1}{2} \gamma_i^T \Sigma_i^{-1} \gamma_i E(V_j | y_j) \right\}.$$  

(3.6)

Since the last part of the complete data log-likelihood function does not include the parameters of interest it is omitted and the conditional expectation of the other terms are taken. The conditional expectations $E(V_j | y_j)$ and $E(V_j^{-1} | y_j)$ can be calculated using the conditional expectations given in (2.4) and (2.5), and the conditional expectation $E(Z_{ij} | y_j)$ can be computed using the classical theory of mixture modeling. Next, the steps of the EM algorithm can be formed as follows:

**EM algorithm:**

1. Set initial parameter estimate $\Theta^{(0)}$ and a stopping rule $\Delta$.
2. **E-Step:** Compute the following conditional expectations for $k = 0, 1, 2, \ldots$

$$z_{ij}^{(k)} = E(Z_{ij} | y_j, \Theta^{(k)}) = \frac{\hat{\pi}_i^{(k)} f \left( y_j; \hat{\mu}_i^{(k)}, \hat{\Sigma}_i^{(k)}, \hat{\gamma}_i^{(k)} \right)}{f \left( y_j; \hat{\Theta}^{(k)} \right)},$$

(3.7)
Using these conditional expectations, we form the following objective function:

\[
Q(\Theta; \hat{\Theta}^{(k)}) = \sum_{j=1}^{n} \sum_{i=1}^{g} \frac{z_{ij}^{(k)}}{n} \left\{ \log \pi_i - \frac{1}{2} \log |\Sigma_i| - (y_j - \mu_i)^T \Sigma_i^{-1} \gamma_i \right\} - \frac{1}{2} \sum_{j=1}^{n} \frac{z_{ij}^{(k)}}{n} \left( y_j - \mu_i \right)^T \Sigma_i^{-1} \left( y_j - \mu_i \right) - \frac{1}{2} \sum_{i=1}^{g} \frac{z_{ij}^{(k)}}{n} \gamma_i T \Sigma_i^{-1} \gamma_i
\]

(3.10)

3. M-Step: Maximize the \( Q(\Theta; \hat{\Theta}^{(k)}) \) with respect to \( \Theta \) to get the \((k + 1)\)th parameter estimates for the parameters. This maximization yields the following updating equations:

\[
\hat{\pi}_i^{(k+1)} = \frac{\sum_{j=1}^{n} z_{ij}^{(k)}}{n}
\]

(3.11)

\[
\hat{\mu}_i^{(k+1)} = \frac{\sum_{j=1}^{n} z_{ij}^{(k)} \pi_{ij}^{(k)} y_j - \sum_{j=1}^{n} z_{ij}^{(k)} \gamma_i^{(k)}}{\sum_{j=1}^{n} z_{ij}^{(k)} \pi_{ij}^{(k)}}
\]

(3.12)

\[
\hat{\gamma}_i^{(k+1)} = \frac{\sum_{j=1}^{n} z_{ij}^{(k)} \hat{\gamma}_i^{(k)}}{\sum_{j=1}^{n} z_{ij}^{(k)} \pi_{ij}^{(k)}} - \frac{\sum_{j=1}^{n} z_{ij}^{(k)} \gamma_i^{(k)}}{\sum_{j=1}^{n} z_{ij}^{(k)} \pi_{ij}^{(k)}}
\]

(3.13)

4. Repeat E and M steps until the convergence rule \( \| \hat{\Theta}^{(k+1)} - \hat{\Theta}^{(k)} \| < \Delta \) is obtained. Alternatively, the absolute difference of the actual log-likelihood \( \| \ell \left( \hat{\Theta}^{(k+1)} \right) - \ell \left( \hat{\Theta}^{(k)} \right) \| < \Delta \) or \( \| \ell \left( \hat{\Theta}^{(k+1)} \right) / \ell \left( \hat{\Theta}^{(k)} \right) - 1 \| < \Delta \) can be used as a stopping rule ([10]).

3.2. Initial values

In order to determine the initial values for the EM algorithm, the following procedure given by [16] will be used:
i) Perform the K-means clustering algorithm ([15]).

ii) Initialize the component labels \( \hat{z}_j^{(0)} = \{z_{ij}\}_{i=1}^{g} \) according to the K-means clustering results.

iii) The initial values of mixing probabilities, component locations and component scale variances can be set as:

\[
\hat{\pi}_i^{(0)} = \frac{\sum_{j=1}^{n} \hat{z}_{ij}^{(0)}}{n},
\]

\[
\hat{\mu}_i^{(0)} = \frac{\sum_{j=1}^{n} \hat{z}_{ij}^{(0)} y_j}{\sum_{j=1}^{n} \hat{z}_{ij}^{(0)}},
\]

\[
\hat{\Sigma}_i^{(0)} = \frac{\sum_{j=1}^{n} \hat{z}_{ij}^{(0)} \left( y_j - \hat{\mu}_i^{(0)} \right) \left( y_j - \hat{\mu}_i^{(0)} \right)^T}{\sum_{j=1}^{n} \hat{z}_{ij}^{(0)}}.
\]

iv) For the skewness parameters, use the skewness coefficient vector of each cluster.

4. The empirical information matrix

We will compute the standard errors of ML estimators using the information based method given by [6]. At this point, we will use the inverse of the empirical information matrix in order to have an approximation to the asymptotic covariance matrix of the estimators. This information matrix can be obtained as:

\[
\hat{I}_e = \sum_{j=1}^{n} \hat{s}_j \hat{s}_j^T,
\]

where \( \hat{s}_j = E_{\Theta} \left( \frac{\partial \ell_{cj}(\Theta; y_j, v_j, z_j)}{\partial \Theta} | y_j \right) \), \( j = 1, 2, \ldots, n \) are the individual scores and \( \ell_{cj}(\Theta; y_j, v_j, z_j) \) is the complete data log-likelihood function for the \( j \)th observation. The components of the score vector \( \hat{s}_j \) is \( \left( \hat{s}_{j,\pi_1}, \ldots, \hat{s}_{j,\pi_{g-1}}, \hat{s}_{j,\mu_1}, \ldots, \hat{s}_{j,\mu_g}, \hat{s}_{j,\sigma_1}, \ldots, \hat{s}_{j,\sigma_g}, \hat{s}_{j,\gamma_1}, \ldots, \hat{s}_{j,\gamma_g} \right) \). After straightforward algebra, we obtain these components as follows:

\[
\hat{s}_{j,\pi_r} = \hat{z}_{rj} \frac{\hat{z}_{ij}^{(0)}}{\hat{\pi}_i^{(0)}}, \quad r = 1, \ldots, g - 1,
\]

\[
\hat{s}_{j,\mu_i} = \hat{z}_{ij} \hat{\Sigma}_i^{-1} \left( \hat{v}_{1ij} (y_j - \hat{\mu}_i) - \hat{\gamma}_i \right),
\]

\[
\hat{s}_{j,\sigma_i} = \text{vech} \left( \hat{z}_{ij} \left\{ - \left( \hat{\Sigma}_i^{-1} - \hat{v}_{1ij} \hat{\Sigma}_i^{-1} (y_j - \hat{\mu}_i) \left( y_j - \hat{\mu}_i \right)^T \hat{\Sigma}_i^{-1} - \hat{v}_{2ij} \hat{\Sigma}_i^{-1} \hat{\gamma}_i \hat{\gamma}_i^T \hat{\Sigma}_i^{-1} \right) \right\} \right),
\]

\[
\hat{s}_{j,\gamma_i} = \text{diag} \left( \hat{z}_{ij} \left\{ - \left( \hat{\Sigma}_i^{-1} - \hat{v}_{1ij} \hat{\Sigma}_i^{-1} (y_j - \hat{\mu}_i) \left( y_j - \hat{\mu}_i \right)^T \hat{\Sigma}_i^{-1} - \hat{v}_{2ij} \hat{\Sigma}_i^{-1} \hat{\gamma}_i \hat{\gamma}_i^T \hat{\Sigma}_i^{-1} \right) \right\} \right).
\]
\( s_{j,\gamma_i} = \hat{z}_{ij} \hat{\Sigma}^{-1}_i \left( (y_j - \mu_i) - \hat{v}_{2ij} \gamma_i \right) . \)

Therefore, using these equations we can form the information matrix \( I_e \) given in (4.1). After this, the standard errors of the ML estimators \( \hat{\Theta} \) will be found using the square root of the matrix \( \hat{I}_e^{-1} \).

5. Applications

This section will illustrate the performance of the proposed mixture model based on a small simulation study and a real data example. All computations for the simulation study and real data example are conducted using an MATLAB R2013a. For all computations, the stopping rule \( \Delta \) is taken as \( 10^{-6} \). The codes are available upon request.

5.1. Simulation study

In the simulation study, the data set is generated from the following two-component mixtures of MSL distributions:

\[
\begin{align*}
  f(y_i|\Theta) &= \pi_1 f_p(y_j; \mu_1, \Sigma_1, \gamma_1) + (1 - \pi_1) f_p(y_j; \mu_2, \Sigma_2, \gamma_2), \\
  \mu_i &= (\mu_{i1}, \mu_{i2})^T, \\
  \Sigma_i &= \begin{bmatrix} \sigma_{i,11} & \sigma_{i,12} \\ \sigma_{i,21} & \sigma_{i,22} \end{bmatrix}, \\
  \gamma_i &= (\gamma_{i1}, \gamma_{i2})^T, \\
  \pi_1 &= 0.6.
\end{align*}
\]

The sample sizes are set as 500, 1000 and 2000 and the number of replicates (N) are taken as 500. The table contains the bias, standard errors (SEs) and the mean Euclidean distance values of the estimates. The formula of bias is given below:

\[
\text{bias}(\hat{\theta}) = \bar{\theta} - \theta,
\]

where \( \theta \) is the true parameter value, \( \bar{\theta} = \frac{1}{N} \sum_{j=1}^{N} \hat{\theta}_j \) and \( \hat{\theta}_j \) is the estimate of \( \theta \) for the \( j \)th simulated data. The mean Euclidean distances of the estimators are computed using the average of the Euclidian norm between the estimates and the true parameter values. For instance, for the mean Euclidean distance of \( \hat{\mu}_i \) will be as follows:

\[
\| \hat{\mu}_i - \mu_i \| = \frac{1}{N} \left( \sum_{j=1}^{N} (\hat{\mu}_{ij} - \mu_{ij})^2 \right)^{\frac{1}{2}}.
\]
The other mean Euclidean distances of other estimates are also obtained in a similar way. The distance for \( \hat{\pi}_i \), on the other hand, will be the mean squared error (MSE). The formula of MSE is given as:

\[
\text{MSE}(\hat{\pi}) = \frac{1}{N} \sum_{j=1}^{N} (\hat{\pi}_j - \pi)^2,
\]

where \( \pi \) is the true parameter value, \( \hat{\pi}_j \) is the estimate of \( \pi \) for the \( j \)th simulated data and \( \bar{\pi} = \frac{1}{N} \sum_{j=1}^{N} \hat{\pi}_j \). We calculate the SEs of estimates using the empirical information matrix of the finite mixture model based on the MSL distribution given in Section 4.

Table 1 shows the simulation results for the sample sizes 500, 1000 and 2000. We give the bias, SEs and mean Euclidean distance values of estimates and true parameter values. It can be seen from the table that the proposed model works accurately to obtain the estimates for all the parameters. Furthermore, the mean Euclidean distances get smaller when the sample sizes increase. We observe similar results for the SEs of the estimates. These values decrease as the sample sizes increase. All these findings confirm that the proposed finite mixture model will be an alternative finite mixture model for modelling heterogeneous data with skew and heavy-tail components.

5.2. Real data example

This real data example will investigate the bank data set, which was given in Tables 1.1 and 1.2 by [11] and examined by [19], to model through a skew-symmetric distribution. Concerning this data set, there are six measurements made on 100 genuine and 100 counterfeit old Swiss 1000 franc bills. This data set was also analyzed by [16] to model mixtures of MSN distributions. He used the variables \( X_1 \), the width of the right edge, and \( X_2 \), the length of the image diagonal, that reveal a bimodal distribution with asymmetric components. Following this, the current study uses Swiss bank data to illustrate the applicability of the finite mixtures of multivariate skew Laplace distributions (FM-MSL) and compares the results with the finite mixtures of multivariate skew normal distributions (FM-MSN). The estimation results are displayed in Table 2 for FM-MSN and FM-MSL. The table contains the ML estimates, standard errors of the estimates for all components, the log-likelihood, the values of the Akaike information criterion (AIC) ([1]) and the Bayesian information criterion (BIC) ([26]). Additionally, we give results and criterion values for FM-MSN which was computed by [16]. According to information criterion values, the FM-MSL has better fit than the FM-MSN. Figure 1 displays a scatter plot of the data together with contour plots of the fitted two-component FM-MSL model. From this plot, it can be seen that the proposed mixture model of MSL distributions captures bimodality and asymmetry and provides a satisfactory fit to the data.
Table 1: Bias, SEs and mean Euclidean distance values of the estimates for n=500, 1000 and 2000.

<table>
<thead>
<tr>
<th>Component</th>
<th>Parameter</th>
<th>True</th>
<th>Bias</th>
<th>SE</th>
<th>Distance</th>
<th>True</th>
<th>Bias</th>
<th>SE</th>
<th>Distance</th>
</tr>
</thead>
<tbody>
<tr>
<td>Component 1</td>
<td>( \pi_1 )</td>
<td>0.6</td>
<td>0.001299</td>
<td>0.122734</td>
<td>0.000533</td>
<td>0.000547</td>
<td>0.082913</td>
<td>0.000236</td>
<td>0.014079</td>
</tr>
<tr>
<td></td>
<td>( \mu_{i1} )</td>
<td>2</td>
<td>-0.001200</td>
<td>0.174686</td>
<td>0.201026</td>
<td>-2</td>
<td>-0.014079</td>
<td>0.198493</td>
<td>-2</td>
</tr>
<tr>
<td></td>
<td>( \mu_{i2} )</td>
<td>2</td>
<td>0.010775</td>
<td>0.176092</td>
<td>-2</td>
<td>0.000257</td>
<td>0.174686</td>
<td>-2</td>
<td>0.031688</td>
</tr>
<tr>
<td></td>
<td>( \sigma_{i1} )</td>
<td>1.5</td>
<td>-0.018232</td>
<td>0.182958</td>
<td>0.198493</td>
<td>1.5</td>
<td>-0.005309</td>
<td>0.201026</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>( \sigma_{i2} )</td>
<td>0</td>
<td>0.002903</td>
<td>0.156863</td>
<td>0.000657</td>
<td>0</td>
<td>0.000547</td>
<td>0.156863</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>( \gamma_{i1} )</td>
<td>1</td>
<td>-0.001810</td>
<td>0.256792</td>
<td>-1</td>
<td>-0.000257</td>
<td>0.256792</td>
<td>-1</td>
<td>-0.000257</td>
</tr>
<tr>
<td></td>
<td>( \gamma_{i2} )</td>
<td>1</td>
<td>-0.005965</td>
<td>0.255197</td>
<td>-1</td>
<td>-0.031688</td>
<td>0.255197</td>
<td>-1</td>
<td>-0.031688</td>
</tr>
<tr>
<td>Component 2</td>
<td>( \pi_1 )</td>
<td>0.6</td>
<td>0.001075</td>
<td>0.082913</td>
<td>0.000236</td>
<td>0.000547</td>
<td>0.057421</td>
<td>0.000119</td>
<td>0.001299</td>
</tr>
<tr>
<td></td>
<td>( \mu_{i1} )</td>
<td>2</td>
<td>-0.007428</td>
<td>0.122541</td>
<td>0.147008</td>
<td>-2</td>
<td>-0.001296</td>
<td>0.122541</td>
<td>-2</td>
</tr>
<tr>
<td></td>
<td>( \mu_{i2} )</td>
<td>2</td>
<td>-0.006677</td>
<td>0.122956</td>
<td>0.146122</td>
<td>-2</td>
<td>0.000257</td>
<td>0.122956</td>
<td>-2</td>
</tr>
<tr>
<td></td>
<td>( \sigma_{i1} )</td>
<td>1.5</td>
<td>-0.011271</td>
<td>0.127618</td>
<td>0.15037</td>
<td>1.5</td>
<td>-0.005309</td>
<td>0.127618</td>
<td>1.5</td>
</tr>
<tr>
<td></td>
<td>( \sigma_{i2} )</td>
<td>0</td>
<td>-0.008758</td>
<td>0.106796</td>
<td>0.136552</td>
<td>0</td>
<td>-0.000529</td>
<td>0.106796</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>( \sigma_{i3} )</td>
<td>1.5</td>
<td>-0.000720</td>
<td>0.128693</td>
<td>0.155416</td>
<td>1.5</td>
<td>0.000529</td>
<td>0.128693</td>
<td>1.5</td>
</tr>
<tr>
<td></td>
<td>( \gamma_{i1} )</td>
<td>1</td>
<td>0.005704</td>
<td>0.174375</td>
<td>-1</td>
<td>0.001849</td>
<td>0.174375</td>
<td>-1</td>
<td>0.031688</td>
</tr>
<tr>
<td></td>
<td>( \gamma_{i2} )</td>
<td>1</td>
<td>0.006670</td>
<td>0.174589</td>
<td>0.093384</td>
<td>-1</td>
<td>-0.002547</td>
<td>0.174589</td>
<td>-1</td>
</tr>
</tbody>
</table>

6. Conclusion

In this paper, we have proposed mixtures of MSL distributions and given the EM algorithm to obtain the estimates. A small simulation study has been provided to demonstrate the performance of the proposed mixture model. This shows that the proposed mixture model has accurately estimated the parameters. A real data example has also been offered to compare the mixtures of the MSL distributions with the mixtures of MSN distributions. This comparison proves that the proposed model has the best fit according to the information criterion values. This means that the proposed model can be used as an alternative mixture model to the mixtures of MSN distributions.
Table 2: ML estimation results of the Swiss bank data set for FM-MSN and FM-MSL.

<table>
<thead>
<tr>
<th></th>
<th>FM-MSN</th>
<th></th>
<th></th>
<th>FM-MSN</th>
<th></th>
<th></th>
<th>FM-MSL</th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Estimate</td>
<td>SE</td>
<td>Estimate</td>
<td>SE</td>
<td>Estimate</td>
<td>SE</td>
<td>Estimate</td>
<td>SE</td>
<td>Estimate</td>
</tr>
<tr>
<td>( \pi_1 )</td>
<td>0.504</td>
<td>0.036</td>
<td>-</td>
<td>-</td>
<td>0.521</td>
<td>0.163</td>
<td>-</td>
<td>-</td>
<td></td>
</tr>
<tr>
<td>( \mu_{11} )</td>
<td>130.38</td>
<td>0.122</td>
<td>129.32</td>
<td>0.062</td>
<td>130.20</td>
<td>0.118</td>
<td>129.65</td>
<td>0.076</td>
<td></td>
</tr>
<tr>
<td>( \mu_{12} )</td>
<td>140.06</td>
<td>0.064</td>
<td>141.39</td>
<td>1.125</td>
<td>139.50</td>
<td>0.152</td>
<td>141.76</td>
<td>0.201</td>
<td></td>
</tr>
<tr>
<td>( \sigma_{i,11} )</td>
<td>0.068</td>
<td>0.023</td>
<td>0.037</td>
<td>0.016</td>
<td>0.067</td>
<td>0.054</td>
<td>0.104</td>
<td>0.030</td>
<td></td>
</tr>
<tr>
<td>( \sigma_{i,12} )</td>
<td>0.051</td>
<td>0.015</td>
<td>-0.012</td>
<td>0.015</td>
<td>0.001</td>
<td>0.037</td>
<td>-0.023</td>
<td>0.043</td>
<td></td>
</tr>
<tr>
<td>( \sigma_{i,22} )</td>
<td>0.056</td>
<td>0.027</td>
<td>0.154</td>
<td>0.032</td>
<td>0.371</td>
<td>0.100</td>
<td>0.194</td>
<td>0.218</td>
<td></td>
</tr>
<tr>
<td>( \gamma_{11} )</td>
<td>-0.230</td>
<td>0.043</td>
<td>0.494</td>
<td>0.077</td>
<td>-0.017</td>
<td>0.108</td>
<td>0.034</td>
<td>0.060</td>
<td></td>
</tr>
<tr>
<td>( \gamma_{12} )</td>
<td>-0.800</td>
<td>0.067</td>
<td>0.177</td>
<td>1.433</td>
<td>0.054</td>
<td>0.154</td>
<td>-0.148</td>
<td>0.198</td>
<td></td>
</tr>
</tbody>
</table>

\[ \ell \left( \hat{\Theta} \right) = -310.07 \]

AIC: 650.14
BIC: 699.61

Figure 1: Scatter plot of the Swiss bank data set along with the contour plots of the fitted two-component FM-MSL model.
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