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Abstract:

• In this paper, distribution-free, affine invariant, signed-rank test statistics are proposed for the hypothesis that a bivariate distribution is centrally symmetric about an arbitrary specified point. The proposed tests are based on the concept of data depth. However, our tests are inherently orthogonal invariant, an affine invariant version of them is provided by using Tyler’s estimator of scatter. The limiting null distribution of proposed tests is derived and the performance of the proposed tests is evaluated through a Monte Carlo study. This study demonstrates that the tests always detect asymmetry and they are convenient to determine small departures from the null hypothesis with high power. Also it shows that the tests perform well comparing other procedures in the literature.
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1. INTRODUCTION

Let $X_1, \ldots, X_n$ denote independent copies of the bivariate random vector $X = (X_1, X_2)^T$ from a continuous bivariate population. One problem which has been considered in the literature is to test whether the distribution is symmetric about an unknown center against the alternative that the symmetry is lost (Heathcote et al. [16], Koltchinskii and Li [22], Neuhaus and Zhu [33], Manzotti et al. [30] and Henze et al. [17]). Moreover, in the univariate case, we can mention to Cassart et al. [6]. Unlike the univariate case, there are several concepts of multivariate symmetry including spherical, elliptical, central and angular symmetry. It is worth noting that the mentioned arrangement of the multivariate symmetry concepts are ordered in increasing generality. To read more about different types of multivariate symmetry see Serfling [38].

A different problem is the testing of the hypothesis that the bivariate distribution is symmetric about a known center $\mu_0$ against the alternative that the distribution is symmetric about $\mu \neq \mu_0$. There is a substantial literature for this problem. Under the multivariate normality assumption, it is common to use Hotelling's $T^2$ test [20]. A multivariate affine-invariant sign test based on counts called interdirections has been presented by Randles [35]. In the sequence, Peter and Randles [41] based on the notion of interdirection, provided affine invariant signed rank test and signed sum test, respectively. Optimal affine invariant tests based on interdirections and pseudo-Mahalanobis ranks have been developed by Hallin and Paindaveine [12]. Hallin and Paindaveine [11] also presented an alternative version of these procedures in which interdirections are replaced by angles between the observations standardized via Tyler's estimator of scatter [40]. Mottonen and Oja [32] developed the tests based on spatial signs and ranks. Hettmansperger et al. [18] and Hettmansperger et al. [19] extended the bivariate tests of Brown and Hettmansperger [5] to the multivariate case. An affine invariant sign test by applying the Tyler's transformation on data points has been presented by Randles [36]. The affine invariant signed rank test, modified from sign test of Randles [36], was suggested by Mahfoud and Randles [29]. The tests described in preceding paragraph can serve as important preliminaries before applying these corresponding location tests. Moreover, there are several tests for testing of the hypothesis that the bivariate distribution is symmetric against not only location parameter but also regression and serial dependence alternatives e.g. Hallin and Paindaveine [13], [14] and [15].

Another problem that has received attention is to test whether the distribution is symmetric about known center $\mu_0$ against the alternative that either the symmetry is lost or the location parameter is changed. Our paper deals with the latter problem. Indeed, the purpose of this paper is to develop affine invariant tests for testing the central symmetry of the bivariate distribution about a known center $\mu_0$. Baringhaus [4] introduced the rotation invariant tests, for testing the spherical symmetry of the multivariate distribution about known center. For central symmetry that it is a weaker assumption than spherical and elliptical
symmetry, the tests have been developed employing the empirical characteristic functions by Ghosh and Ruymgaart [10]. Aki [1] proposed a rotation invariant test based on the empirical distribution function. An extension of McWilliams’ univariate run test (Mcwilliams [31]) into a test of bivariate central symmetry based on the depth function have been presented by Dyckerhoff et al. [8]. Although, this test is affine invariant, it suffers from low power in distinguishing most of the alternative hypotheses to central symmetry. Recently Einmahl and Gan [9] proposed two versions of a rotation invariant test based on empirical measures of opposite regions.

In this paper, we aim to propose test statistics for central symmetry in such a way that they would be affine invariant, distribution-free and have good power against alternatives to the null hypothesis. The test statistics are created based on sum of the signed-ranks where the sign and rank functions are determined through the depth function. Based on a given depth function, this procedure results in an orthogonal invariant test statistic. An affine invariant version of this test is provided by applying Tyler’s transformation (Tyler [40]) on data points. The affine invariance property ensures that the performance of the test does not depend on the underlying coordinate system.

The word of depth has been used for the first time by Tukey [39] to introduce the halfspace depth function. In the sequence, different depth functions have been introduced and the multivariate data have been ordered as center-outward based on them. This center-outward ranking has been widely applied in multivariate nonparametric inference. Liu and Singh [27] presented a quality index and provided some multivariate rank tests for difference between two independent distributions based on it. In the following, a distribution-free test was presented based on both the depth function and the principal components by Rousson [37] for the multivariate two-sample location-scale model. Based on DD plots (depth vs. depth plots) introduced by Liu et al. [26], two tests have been provided by Li and Liu [24] for location difference between two multivariate distributions. In addition, Liu and Singh [28] introduced some rank tests for multivariate scale difference between two or more independent populations. Depth-based run tests for bivariate central symmetry is introduced by Dyckerhoff et al. [8].

The remainder of this paper is organized as follows. In section 2, we review briefly the concept of depth function and ranking based on it. The proposed test statistics will be described in section 3 and the asymptotic properties of those are also investigated. Finally, in section 4, a Monte Carlo study evaluates the finite sample performance of the proposed test statistics in accordance with other tests. All technical proofs are deferred to the Appendix.
2. DEPTH FUNCTION

Let $X$ be a $p$-dimensional random vector defined on a probability space $(\Omega, \mathcal{F}, P)$. We denote $F$ as a distribution function corresponding to $P$. A depth function associated with a distribution function $F$ on $\mathbb{R}^p$ is defined to provide a center-outward ordering of points of $\mathbb{R}^p$ relative to $F$. Based on depth function, a corresponding notion of center or multidimensional median could be defined. The higher depth values refer to the points near to the center, whereas the lower values refer to the outer points of the center. A formal definition of "statistical depth function" is presented by Zuo and Serfling [42] as a function $D(\cdot, F) : \mathbb{R}^p \rightarrow \mathbb{R}$ satisfying the following properties:

P1. Affine invariance: for any nonsingular $p \times p$ matrix $A$ and $p$-vector $b$, $D(AX + b, FAx + b) = D(x, F)$.

P2. Maximality at center: If $F$ is symmetric about $\theta$ in some sense, then $D(\theta, F) = \sup_{x \in \mathbb{R}^p} D(x, F)$.

P3. Monotonicity relative to deepest point: if $D(\theta, F) \geq D(x, F)$ for any $x \in \mathbb{R}^p$ then $D(\theta + \alpha(x - \theta), F) \geq D(x, F)$ for each $\alpha \in [0, 1]$ and $x \in \mathbb{R}^p$.

P4. Vanishing at infinity: as $||x|| \rightarrow \infty$, $D(x, F) \rightarrow 0$.

Let $X_1, \ldots, X_n$ be a random sample from $p$-dimensional distribution function $F$. The sample version of the depth function $D(\cdot, F)$ will be obtained by replacing $F$ with the sample distribution $F_n$.

Remark 2.1. If the sample depth function $D(\cdot, F_n)$ satisfies property P1, then it will also be invariant under data-dependent nonsingular transformations.

Different depth functions have been proposed by some authors, which the definition of some of them that we deal with in this paper are given as follows.

Definition 2.1. (Tukey [39]) The halfspace depth of $x \in \mathbb{R}^p$ with respect to $F$ is defined as

$$HD(x, F) = \inf_H \{ P(H) : H \text{ is a closed halfspace in } \mathbb{R}^p \text{ and } x \in H \}$$

and the sample halfspace depth function is

$$HD(x, F_n) = \frac{\min_{||u||=1} \# \{ i : u^T X_i \leq u^T x, \quad i = 1, \ldots, n \}}{n}.$$
Definition 2.2. (Liu [25]) The simplicial depth of \( x \) with respect to \( F \) is defined as

\[
SD(x, F) = P_F(x \in S[x_1, \ldots, x_{p+1}])
\]

where \( S[x_1, \ldots, x_{p+1}] \) is a closed simplex with \( x_1, \ldots, x_{p+1} \) vertices. The sample version of \( SD(x, F) \) is given by the fraction of the sample random simplices containing the point \( x \).

Definition 2.3. (Liu [27]) The Mahalanobis depth of \( x \) with respect to \( F \) is given by

\[
MD(x, F) = \frac{1}{1 + (x - \mu)^T \Sigma^{-1} (x - \mu)}
\]

where \( \mu \) and \( \Sigma \) are the mean vector and dispersion matrix of \( F \) distribution, respectively. The sample version of Mahalanobis depth is provided by replacing \( \mu \) and \( \Sigma \) with their sample estimates.

Additionally, some other depth functions have been introduced such as Oja depth (Oja [34]) and zonoid depth (Koshevoy and Mosler [23]). A more recent proposal for data depth is the Monge-Kantorovich depth (Chernozhukov et al. [7]) based on the Monge-Kantorovich theory of measure transportation.

Now, we present the definition of center-outward ranking of data points.

Definition 2.4. Assume that \( X_1, \ldots, X_n \) is a random sample from distribution function \( F \) in \( \mathbb{R}^p \). The center-outward rank \( X_i \) within the sample \( X_1, \ldots, X_n \) is

\[
\# \{ X_j \in \{X_1, \ldots, X_n\} : D(X_j, F_n) \geq D(X_i, F_n) \}
\]

where \( F_n \) is the sample distribution function.

Thus, the center-outward ranking is defined in such a way that a larger rank is assigned to a more outlying point w.r.t. \( X_1, \ldots, X_n \). If there are no ties, rank 1 and rank \( n \) are assigned to the deepest point and the most outlying point, respectively.

3. THE PROPOSED TESTS

Let \( X_1, \ldots, X_n \) be independently and identically distributed as \( X = (X_1, X_2)^T \), where \( X \) has an arbitrary bivariate continuous distribution \( F \). The null hypothesis of interest is that, the random vector \( X \) has a distribution centrally symmetric about the known point \( \mu_0 \). The random vector \( X \) is centrally symmetric around \( \mu_0 \) provided \( X - \mu_0 \) and \( \mu_0 - X \) have the same distribution. Since it is assumed
that the symmetry point is known, it is possible to take \( \mu_0 = 0 \), without loss of generality. So, the hypothesis that the probability distribution is centrally symmetric about \( \mu_0 \), reduces to the hypothesis \( H_0 : X \overset{d}{=} -X \), where \( \overset{d}{=} \) denotes "equal in distribution". We now describe the procedure for defining affine invariant tests. Let us look at tests that they are only invariant with respect to orthogonal transformations of the data in subsection 3.1, and then proceed to provide our main affine-invariant tests in subsection 3.2.

3.1. The orthogonal invariant tests

Let \( D(., F) \) be a depth function on \( \mathbb{R}^2 \) associated with a distribution function \( F \). Now, under the given depth function \( D(., F) \), we derive a test statistic using depth-based ranks and signs of \( X_1, \ldots, X_n \). To define the proposed test statistic, we need to order the points \( X_1, \ldots, X_n \) in terms of the evidence they provide against the null hypothesis. To this end, we order the points \( X_1, \ldots, X_n \) as center-outward, such that the larger ranks correspond to the closer points to the null symmetry center and the smaller ranks correspond to the outer ones. Let \( F_n \) and \( F^s_n \) denote the sample distribution function of random sample \( X_1, \ldots, X_n \) and the symmetrized sample \( (\pm X_1, \ldots, \pm X_n) \), respectively. Employing property P2 of the depth function, to obtain center-outward rank of points relative to the null symmetry center instead of the median of \( X_1, \ldots, X_n \), the points are ordered based on \( D(., F^s_n) \) rather than \( D(., F_n) \). More precisely, define

\[
R_i = \# \{ X_j \in \{ X_1, \ldots, X_n \} : D(X_j, F^s_n) \geq D(X_i, F^s_n) \}, \quad i = 1, \ldots, n.
\]

If ties occur in this ranking, the ranks within each ties-class have been assigned based on increasing values at the corresponding index set of that. This assignment is allocated to induce invariance property on proposed test statistic.

The test statistic is sum of the signed-ranks of points. The sign of each bivariate point can be determined as the sign of the first or second component of it. Specifically, the sign of a bivariate point is equal to 1 if its first (or second) component is nonnegative and otherwise is equal to -1. This definition of sign, leads to a test statistic which is not only noninvariant, but also it is not able to detect all different types of departures from the null hypothesis. Moreover, The sign of \( X_i \), \( i = 1, \ldots, n \), could be defined as the spatial sign vector \( X_i/||X_i|| \) where \( ||.|| \) denoting the Euclidean norm in \( \mathbb{R}^2 \). By this definition of sign, the resulted test statistic is not strictly distribution-free. To overcome these limitations, we will determine sign of points based on a data-dependent line passing through the origin instead of the horizontal or vertical axis of the coordinate plane. In what follows, we will describe how to obtain this line.

Let sample median \( M_n \) is a point among \( X_1, \ldots, X_n \) with maximum sample depth \( D(., F^s_n) \). If there is more than one sample point with the highest depth value \( D(., F^s_n) \), \( M_n \) will be the point with minimum index among those data.
points. Let

$$\theta_{M_n} = -\arctan \left( \frac{M_{n1}}{M_{n2}} \right) + \frac{\pi}{2}$$

be the angle between the bivariate vector $M_n = (M_{n1}, M_{n2})^T$ and the horizontal-axis. Note that $\theta_{M_n} \in [0, \pi)$. Related point $Z_{ni} = (Z_{ni1}, Z_{ni2})^T$ is given by rotating $X_i$ counter-clockwise by angle $\frac{\pi}{2} - \theta_{M_n}$, for all $i = 1, \ldots, n$. Based on the sample depth function $D(., F_n)$, the proposed test statistic is defined as

$$(3.2) \quad T_{n,D} = \frac{6}{n(n+1)(2n+1)} \left( \sum_{i=1}^{n} \delta_{ni} R_i \right)^2,$$

where $R_i$ is expressed in (3.1) and the random variable $\delta_{ni}$ is defined as

$$(3.3) \quad \delta_{ni} = \begin{cases} 1 & Z_{ni2} \geq 0 \\ -1 & Z_{ni2} < 0 \end{cases}$$

for all $i = 1, \ldots, n$. The large values of the test statistic $T_{n,D}$ reject $H_0$ in favor of alternative hypothesis.

Note that the sign of bivariate points is determined based on a data-dependent line passing through the origin that is perpendicular to depth based median. Indeed, the reason for restricting to dimension two is that this procedure is employed to divide plane $R^2$ into two unique halfspaces based on two points (the origin and the depth based median), whereas by this procedure dividing hyperplane $R^p$, ($p > 2$) into two unique halfspaces would not be possible.

In what follows, we present the desirable property of orthogonal invariance of $T_{n,D}$ and asymptotic distribution of $T_{n,D}$ under the null hypothesis is developed. The proofs are provided in the Appendix.

**Theorem 3.1.** If the sample depth function $D(., F_n)$ satisfies property P1, then the test statistic $T_{n,D}$ will be invariant under orthogonal transformations; that is

$$T_{n,D} (X_1, \ldots, X_n) = T_{n,D} (AX_1, \ldots, AX_n),$$

for any $2 \times 2$ orthogonal matrix $A$.

**Theorem 3.2.** If the sample depth function satisfies property P1, then under the null hypothesis of centrally symmetric about 0, $T_{n,D}$ converges in distribution to a chi-square random variable with 1 degree of freedom.

By applying this theorem, the null hypothesis will be rejected at level $\alpha$ when

$$T_{n,D} \geq \chi^2_{1,1-\alpha}$$

where $\chi^2_{1,1-\alpha}$ denotes the $1 - \alpha$ quantile of the chi-square distribution with 1 degree of freedom.
As mentioned in Theorem 3.2, the asymptotic null distribution of the test statistics presented here is chi-square with one degree of freedom. One would expect, for location alternatives, a chi-square with two degrees of freedom (the dimension of the information matrix for location). It should be remembered that the main object of this paper is proposing several test statistics for testing that the distribution is symmetric about a specified value against the alternative that either the symmetry is lost or the location parameter is changed. Indeed, this alternative is different from location alternatives.

In our proof of Theorem 3.2 we show that $R_i$'s, $i = 1, ..., n$, are identically and uniformly distributed on the set $\{1, 2, ..., n\}$ and $\delta_{ni}$'s, $i = 1, ..., n$ are i.i.d. random variables as distributed independently of $R_i$ and taking the values 1 and -1 each with probability 1/2. These traits immediately imply that under the null hypothesis and the conditions of Theorem 3.2, our test statistic $T_{n,D}$ is strictly distribution-free.

3.2. The affine invariant tests

As shown, Theorem 3.1 indicates that $T_{n,D}$ is orthogonal invariant. In this subsection, we would extend $T_{n,D}$ to be affine invariant, preserving the asymptotic behavior of $T_{n,D}$. To achieve the affine invariant version of the proposed test statistics, we can apply the Tyler’s auxiliary transformation (Tyler [40]) on data points. Tyler [40] proposed the data-dependent $p \times p$ scatter matrix $V_n$, that is a positive definite and symmetric matrix, satisfying $\text{trace}(V_n) = p$ and

$$
\frac{1}{n} \sum_{i=1}^{n} \left( \frac{\Gamma_n X_i}{||\Gamma_n X_i||} \right) \left( \frac{\Gamma_n X_i}{||\Gamma_n X_i||} \right)^T = \frac{1}{p} I_p
$$

where $X_i, i = 1, ..., n$ is a random vector in $\mathbb{R}^p$, $\Gamma_n = V_n^{-1}$ such that $\Gamma_n$ is an upper triangular nonsingular matrix with 1 on the first element on the diagonal and $I_p$ is the $p$-dimensional identity matrix. This scatter matrix is unique up to multiplication by a positive constant if the sample comes from a continuous $p$-dimensional distribution and $n > p(p-1)$ (Tyler [40]). An iterative computation scheme has been developed to compute this matrix by Randles [36].

We define $W_{ni} = \Gamma_n X_i, i = 1, ..., n$ and $F_{W_n}^s$ as the sample distribution of the symmetrized sample ($\pm W_{n1}, ..., \pm W_{nn}$). Let

$$
R_{ni} = \# \{W_{nj} \in \{W_{n1}, ..., W_{nn}\} : D(W_{nj}, F_{W_n}^s) \geq D(W_{ni}, F_{W_n}^s) \}, \quad i = 1, ..., n,
$$

and

$$
\theta_{M_{W_n}} = - \arctan \left( \frac{M_{W_n1}}{M_{W_n2}} \right) + \frac{\pi}{2}
$$

where $M_{W_n} = (M_{W_n1}, M_{W_n2})^T$ refers to the sample median among $W_{n1}, ..., W_{nn}$ based on $D(\cdot, F_{W_n}^s)$. In the following, points $W_{n1}, ..., W_{nn}$ are rotated counterclockwise by angle $\frac{\pi}{2} - \theta_{M_{W_n}}$, which we call them as $V_{n1}, ..., V_{nn}$.
Now, based on $D(\cdot, F_n)$, the affine invariant test statistic is defined as

$$T^*_n,D = \frac{6}{n(n+1)(2n+1)} \left( \sum_{i=1}^{n} \gamma_{ni} R_{ni} \right)^2,$$

where $\gamma_{ni}$ is specified in the same way as $\delta_{ni}$, through $V_{ni}$ instead of $Z_{ni}$, for all $i = 1, \ldots, n$.

It is worth to note that, the test statistic $T^*_n,D$ is also distribution-free. The affine invariance property and asymptotic null distribution of $T^*_n,D$ are presented in the following Theorems.

**Theorem 3.3.** If the sample depth function $D(\cdot, F_n)$ satisfies property $P1$ and $n > 2$, the test statistic $T^*_n,D$ will be affine invariant; that is,

$$T^*_n,D (X_1, \ldots, X_n) = T^*_n,D (AX_1, \ldots, AX_n)$$

for any $2 \times 2$ nonsingular matrix $A$.

**Theorem 3.4.** If the sample depth function satisfies property $P1$, then under the null hypothesis of centrally symmetric about 0, $T^*_n,D$ converges in distribution to a chi-square random variable with 1 degree of freedom.

4. Simulation study

In this section, an extensive simulation study is conducted to evaluate the finite sample behavior of the proposed test procedure. Two characteristics of interest are the empirical level and power of the proposed testing procedure. To assess the effects of different depth rankings on the performance of our test statistic, we determined three versions of $T^*_n,D$, derived from the simplicial, halfspace, and Mahalanobis depth functions as $T^*_{n,SD}$, $T^*_{n,HD}$ and $T^*_{n,MD}$, respectively. In the same way, $T^*_{n,SD}$, $T^*_{n,HD}$, $T^*_{n,MD}$ will be defined corresponding to $T^*_n,D$. The performance of our test statistics is compared with the affine invariant run test based on the simplicial depth function that we refer to $Q^1_n$ hereafter (Dyckerhoff et al. [8]) and the two rotation invariant tests $Q^1_n$ and $Q^2_n$ proposed by Einmahl and Gan [9]. $Q^1_n$ refers to their main test, and $Q^2_n$ is given by $Q^1_n$ adding a weight function to it (we avoid presenting the details of these test statistics).

To illustrate the effect of the sample size on the finite sample behavior of our proposed test statistics, we set the sample sizes as $n = 100$ and 200. Moreover, the nominal level was set at 0.05 throughout. In each setting, 2000 independent random samples were generated to calculate the proportion of replications for which the null hypothesis is rejected. To examine the finite sample behavior of test statistics under the null and alternative hypotheses, we have simulated...
samples from several bivariate distribution families, including Azzalini’s skew-normal distribution (Azzalini and Dalla Valle [3]), Azzalini’s skew-t distribution (Azzalini and Capitanio [2]), perturbed symmetric beta distribution (Azzalini and Capitanio [2]) and sinh-arcsinh distribution (Jones and Pewsey [21]). Indeed, we consider different types of skewness over very light-tailed distributions to very heavy-tailed ones. In what follows, we provide an overview of these families.

- **Bivariate skew-normal distribution**: Let $X$ be defined as
  \[
  X = \begin{cases} 
  Y & \text{if } Z > \Delta^T Y, \\
  -Y & \text{if } Z \leq \Delta^T Y,
  \end{cases}
  \]
  where $Y \sim N_2(0, \Sigma)$, $\Delta = (\Delta_1, \Delta_2)^T$ is the shape parameter, and $Z$ is distributed independently of $Y$ according to $N(0,1)$. The random vector $X$ is known as bivariate skew-normal random vector and it may be written as $X \sim SN_2(0, \Sigma, \Delta)$.

- **Bivariate skew-t distribution**: Let $T = V^{-\frac{1}{2}}X$, where the random vector $X$ follows the distribution $SN_2(0, \Sigma, \Delta)$ and $V$ is distributed independently of $X$ according to a chi-squared distribution with $\nu$ degrees of freedom. We will say that $T$ has a bivariate skew-t distribution and write $T \sim ST_2(0, \Sigma, \Delta, \nu)$

- **Bivariate perturbed symmetric beta distribution**: Let
  \[
  Y = (2B_1^1, 2B_2^1),
  \]
  where $B_1$ and $B_2$ have beta distributions $B(a,a)$ and $B(b,b)$, respectively. The random vector $Y$ can be treated as a central and non-elliptical symmetric random vector. Define the random vector $X$ as
  \[
  X = \begin{cases} 
  Y & \text{if } Z < w(Y), \\
  -Y & \text{if } Z > w(Y),
  \end{cases}
  \]
  where $Z$ (independently of $Y$) has distribution function $G(.)$. The distribution function $G(.)$ and function $w(.)$ are given as
  \[
  G(z) = \frac{e^z}{1 + e^z} \quad \text{and} \quad w(Y) = \frac{\sin(p_1y_1 + p_2y_2)}{1 + \cos(q_1y_1 + q_2y_2)},
  \]
  where $p_1, p_2, q_1$ and $q_2$ are additional parameters. Then, we will say that $X$ has a perturbed symmetric beta distribution.

- **Bivariate sinh-arcsinh distribution**: This family is generated by sinh-arcsinh transformation on a primary symmetric distribution. We consider the bivariate normal distribution as the primary distribution. The desirable property of this transformation is to induce skewness on the primary distribution and distributions with heavier/lighter tails than the primary one. Suppose random vector $Z = (Z_1, Z_2)^T$ follows $N_2(0, \Sigma)$. Define the bivariate vector $X = (X_1, X_2)^T$ as
  \[
  X_j = \sinh \left[ \frac{1}{\delta_j} \left( \sinh^{-1}(Z_j) + \Delta_j \right) \right], \quad j = 1, 2,
  \]
where $\Delta_j$ and $\delta_j$ denote the measure of skewness and tail weight in direction of $j$th component of $Z$, respectively. Amount of skewness increases with increasing positive $\Delta_j$ or decreasing negative $\Delta_j$. Additionally, distributions with heavier and lighter tails than the bivariate normal distribution are generated by taking $0 < \delta_j < 1$ and $\delta_j > 1$, respectively.

In this study, we generate samples from the aforementioned distribution families with $\Sigma = (1-\rho)I_2 + \rho J_2$ with $\rho = -0.5, 0$ and $0.5$, and $J_2$ denoting the $2 \times 2$ matrix with all entries equal $1$ and $\Delta_i = k\eta$, $i = 1, 2$ with $\eta = (0.15, 0.15)^T$ and $k = 0, 1, 2$ and $3$. We consider $\nu = 1, 3, 6, 10$ and $20$ for bivariate skew-t distribution and $\delta_i = 0.5, 0.75, 1.2$ and $5$, $i = 1, 2$ for bivariate sinh-arcsinh distribution.

Table 1 and Figures 1 and 2 provide the empirical rejection probabilities for sample size $n = 100$ and for bivariate skew-normal, skew-t and sinh-arcsinh distribution, respectively. Inspection of the table and figures confirms that the performance of our test statistics is not affected by different depth ranking. In all of them, the empirical rejection probabilities corresponding to $k = 0$ represents the proportion of rejection under the null hypothesis. These results demonstrate that all the tests would be accurate in estimating the nominal level, except $R_{n,SD}$ which it has been underestimated in some cases. Since the performance of test statistics, even affine invariant test statistics are affected by correlation structure of primary distribution, we provide three possibilities for $\nu$ as $-0.5$, $0$ and $0.5$. From the represented results in Table 1 and Figure 1, it is obvious that all empirical powers will be increased by increasing the value of $\rho$ for bivariate skew-normal and skew-t distributions. This situation is reversed for bivariate sinh-arcsinh distribution in Figure 2 except for $T_{n,D}$.

Table 1 shows that $T_{n,D}^*$ outperforms $R_{n,SD}$ and $Q_n^2$ in all cases, performs virtually as well as $Q_n^1$ for $k = 1$ and $2$ and has slightly lower power than $Q_n^1$ for $k = 3$. Moreover, $T_{n,D}$ outperforms $R_{n,SD}$ in all cases, $Q_n^2$ when $\rho = 0$ and $0.5$ and $Q_n^1$ when $\rho = 0.5$. Figure 1 indicates that $T_{n,D}^*$ and $T_{n,D}$ outperform $R_{n,SD}$ for all values of $\nu$ and $\rho$. In addition $T_{n,D}^*$ has higher power than $Q_n^2$ except when $\nu = 1$, and $T_{n,D}$ overcomes $Q_n^2$ except when $\nu = 1$ and $\rho = -0.5$. In comparison on $Q_n^1$, $T_{n,D}^*$ performs better when $k = 1, 2, \nu = 6, 20$ and all values of $\rho$, and $T_{n,D}$ performs better when $k = 1$ and $2$, $\nu = 6, 20$ and $\rho = 0$ and $0.5$. Indeed, the empirical power of our tests increases as degrees of freedom increases. In Figure 2, superiority of our affine invariant tests is clear in most cases especially for $\rho = 0.5$ and $k = 1$ and $2$.

Tables 2 provide the empirical rejection probabilities for sample size $n = 200$ and for bivariate skew-normal distribution. In Figures 3 and 4, we plot the empirical rejection probabilities against $k$ corresponding to some values of parameters of the same populations and tests with Figures 1 and 2 respectively, for sample size $n = 200$. Note that, as expected, the empirical powers increase with the sample size. These simulations lead to almost the same conclusions as in $n = 100$. 
These simulations demonstrate that our tests are more powerful for small and moderate departures from the null hypothesis and for light-tailed distributions. As expected, the performance of affine invariant tests $T_{n,D}^*$ is less affected by changing the value of $\rho$ rather than the orthogonal invariant tests $T_{n,D}$. The results show that, compared to $T_{n,D}^*$ test, $T_{n,D}$ performs better when $\rho = 0.5$, is comparable when $\rho = 0$ and performs worse when $\rho = -0.5$.

Finally, to complete our simulations, for sample sizes $n = 100$ and 200, we generate samples from bivariate perturbed symmetric beta distribution with several choices of the parameters such that different situations of asymmetry can be considered. A thorough investigation of Table 3 and 4 indicated that our tests overcome $R_{n,SD}$ and $Q_{n}^2$ in all cases and $Q_{n}^1$ in some cases.
Table 1: Empirical rejection probabilities (out of 2000 replications) for bivariate skew-normal distribution with $n = 100$, $\rho = -0.5, 0$ and 0.5, and $\Delta_i = k\eta$, $i = 1, 2$ with $\eta = (0.15, 0.15)^T$ and $k = 0, 1, 2, 3$.

<table>
<thead>
<tr>
<th>test</th>
<th>$\rho = -0.5$</th>
<th>$\rho = 0$</th>
<th>$\rho = 0.5$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$k=0$ $k=1$ $k=2$ $k=3$</td>
<td>$k=0$ $k=1$ $k=2$ $k=3$</td>
<td>$k=0$ $k=1$ $k=2$ $k=3$</td>
</tr>
<tr>
<td>$T_{n,SD}$</td>
<td>0.046 0.105 0.294 0.520</td>
<td>0.046 0.175 0.488 0.694</td>
<td>0.046 0.245 0.607 0.763</td>
</tr>
<tr>
<td>$T_{n,HD}$</td>
<td>0.047 0.107 0.295 0.518</td>
<td>0.047 0.169 0.484 0.692</td>
<td>0.047 0.244 0.602 0.766</td>
</tr>
<tr>
<td>$T_{n,MD}$</td>
<td>0.048 0.103 0.291 0.511</td>
<td>0.048 0.177 0.486 0.688</td>
<td>0.048 0.241 0.604 0.760</td>
</tr>
<tr>
<td>$T_{n,SD}$</td>
<td>0.047 0.072 0.175 0.282</td>
<td>0.043 0.171 0.469 0.658</td>
<td>0.047 0.336 0.779 0.877</td>
</tr>
<tr>
<td>$T_{n,HD}$</td>
<td>0.044 0.074 0.169 0.280</td>
<td>0.044 0.171 0.462 0.644</td>
<td>0.044 0.340 0.779 0.881</td>
</tr>
<tr>
<td>$T_{n,MD}$</td>
<td>0.049 0.076 0.172 0.282</td>
<td>0.048 0.172 0.466 0.648</td>
<td>0.049 0.337 0.774 0.876</td>
</tr>
<tr>
<td>$R_{n,SD}$</td>
<td>0.043 0.048 0.081 0.159</td>
<td>0.043 0.057 0.135 0.320</td>
<td>0.043 0.070 0.190 0.460</td>
</tr>
<tr>
<td>$Q_n^1$</td>
<td>0.049 0.098 0.269 0.544</td>
<td>0.050 0.155 0.439 0.783</td>
<td>0.049 0.182 0.572 0.883</td>
</tr>
<tr>
<td>$Q_n^2$</td>
<td>0.054 0.080 0.173 0.355</td>
<td>0.048 0.098 0.250 0.507</td>
<td>0.053 0.127 0.342 0.657</td>
</tr>
</tbody>
</table>
Figure 1: Empirical rejection probabilities (out of 2000 replications) for bivariate skew-t distribution with \( n = 100, \rho = -0.5, 0 \) and \( 0.5, \nu = 1, 6, 20 \) and \( \Delta_i = k\eta, i = 1, 2 \) with \( \eta = (0.15, 0.15)^T \) and \( k = 0, 1, 2, 3 \).

Figure 2: Empirical rejection probabilities (out of 2000 replications) for bivariate sinh-arcsinh distribution with \( n = 100, \rho = -0.5, 0 \) and \( 0.5, \delta_i = 0.75, 1.5 \) and \( \Delta_i = k\eta, i = 1, 2 \) with \( \eta = (0.15, 0.15)^T \) and \( k = 0, 1, 2, 3 \).
Table 2:

Empirical rejection probabilities (out of 2000 replications) for bivariate skew-normal distribution with $n = 200$, $\rho = -0.5, 0$ and 0.5, and $\Delta_i = k \eta$, $i = 1, 2$ with $\eta = (0.15, 0.15)^T$ and $k = 0, 1, 2, 3$.

<table>
<thead>
<tr>
<th>test</th>
<th>$\rho = -0.5$</th>
<th>$\rho = 0$</th>
<th>$\rho = 0.5$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>k=0</td>
<td>k=1</td>
<td>k=2</td>
</tr>
<tr>
<td>$T^*_{n,SD}$</td>
<td>0.052</td>
<td>0.204</td>
<td>0.486</td>
</tr>
<tr>
<td>$T^*_{n,HD}$</td>
<td>0.047</td>
<td>0.200</td>
<td>0.486</td>
</tr>
<tr>
<td>$T^*_{n,MD}$</td>
<td>0.052</td>
<td>0.206</td>
<td>0.488</td>
</tr>
<tr>
<td>$T_{n,SD}$</td>
<td>0.050</td>
<td>0.122</td>
<td>0.276</td>
</tr>
<tr>
<td>$T_{n,HD}$</td>
<td>0.048</td>
<td>0.121</td>
<td>0.283</td>
</tr>
<tr>
<td>$T_{n,MD}$</td>
<td>0.052</td>
<td>0.125</td>
<td>0.279</td>
</tr>
<tr>
<td>$R_{n,SD}$</td>
<td>0.049</td>
<td>0.061</td>
<td>0.117</td>
</tr>
<tr>
<td>$Q_n^1$</td>
<td>0.054</td>
<td>0.162</td>
<td>0.506</td>
</tr>
<tr>
<td>$Q_n^2$</td>
<td>0.056</td>
<td>0.130</td>
<td>0.342</td>
</tr>
</tbody>
</table>
Figure 3: Empirical rejection probabilities (out of 2000 replications) for bivariate skew-t distribution with $n = 200$, $\rho = -0.5, 0$ and $0.5$, $\nu = 1, 6, 20$ and $\Delta_i = k\eta$, $i = 1, 2$ with $\eta = (0.15, 0.15)^T$ and $k = 0, 1, 2, 3$.

Figure 4: Empirical rejection probabilities (out of 2000 replications) for bivariate sinh-arcsinh distribution with $n = 200$, $\rho = -0.5, 0$ and $0.5$, $\delta_i = 0.75, 1, 5$ and $\Delta_i = k\eta$, $i = 1, 2$ with $\eta = (0.15, 0.15)^T$ and $k = 0, 1, 2, 3$. 
Table 3: Empirical rejection probabilities (out of 2000 replications) for bivariate perturbed symmetric beta distribution with $n = 100$, $a$ and $b = 0.5, 1$ and $3$, $p_1 = q_1 = 1$ and $p_2$ and $q_2 = 0.5, 1$ and $2$

<table>
<thead>
<tr>
<th>$a, b$</th>
<th>$p_2$</th>
<th>$q_2$</th>
<th>$T_{n,SD}^*$</th>
<th>$T_{n,HD}^*$</th>
<th>$T_{n,MD}^*$</th>
<th>$T_{n,SD}$</th>
<th>$T_{n,HD}$</th>
<th>$T_{n,MD}$</th>
<th>$R_{n,SD}$</th>
<th>$Q_{n}^1$</th>
<th>$Q_{n}^2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>2, 0.5</td>
<td>0.194</td>
<td>0.194</td>
<td>0.194</td>
<td>0.175</td>
<td>0.184</td>
<td>0.175</td>
<td>0.060</td>
<td>0.170</td>
<td>0.112</td>
<td></td>
<td></td>
</tr>
<tr>
<td>3, 3</td>
<td>1</td>
<td>1</td>
<td>0.147</td>
<td>0.147</td>
<td>0.147</td>
<td>0.134</td>
<td>0.145</td>
<td>0.137</td>
<td>0.048</td>
<td>0.110</td>
<td>0.078</td>
</tr>
<tr>
<td>0.5</td>
<td>2</td>
<td>0.165</td>
<td>0.168</td>
<td>0.164</td>
<td>0.147</td>
<td>0.158</td>
<td>0.154</td>
<td>0.051</td>
<td>0.098</td>
<td>0.073</td>
<td></td>
</tr>
<tr>
<td>3, 0.5</td>
<td>2</td>
<td>0.238</td>
<td>0.237</td>
<td>0.205</td>
<td>0.355</td>
<td>0.349</td>
<td>0.332</td>
<td>0.069</td>
<td>0.319</td>
<td>0.232</td>
<td></td>
</tr>
<tr>
<td>0.5</td>
<td>2</td>
<td>0.598</td>
<td>0.604</td>
<td>0.619</td>
<td>0.636</td>
<td>0.632</td>
<td>0.618</td>
<td>0.163</td>
<td>0.415</td>
<td>0.216</td>
<td></td>
</tr>
<tr>
<td>1, 1</td>
<td>2</td>
<td>0.241</td>
<td>0.244</td>
<td>0.244</td>
<td>0.221</td>
<td>0.215</td>
<td>0.222</td>
<td>0.076</td>
<td>0.320</td>
<td>0.223</td>
<td></td>
</tr>
<tr>
<td>0.5</td>
<td>2</td>
<td>0.581</td>
<td>0.593</td>
<td>0.606</td>
<td>0.558</td>
<td>0.573</td>
<td>0.585</td>
<td>0.165</td>
<td>0.397</td>
<td>0.201</td>
<td></td>
</tr>
<tr>
<td>2, 0.5</td>
<td>0.222</td>
<td>0.214</td>
<td>0.218</td>
<td>0.200</td>
<td>0.192</td>
<td>0.191</td>
<td>0.069</td>
<td>0.381</td>
<td>0.301</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.5, 0.5</td>
<td>1</td>
<td>0.470</td>
<td>0.474</td>
<td>0.486</td>
<td>0.445</td>
<td>0.453</td>
<td>0.464</td>
<td>0.113</td>
<td>0.505</td>
<td>0.324</td>
<td></td>
</tr>
<tr>
<td>0.5</td>
<td>2</td>
<td>0.815</td>
<td>0.838</td>
<td>0.869</td>
<td>0.779</td>
<td>0.807</td>
<td>0.833</td>
<td>0.353</td>
<td>0.835</td>
<td>0.563</td>
<td></td>
</tr>
</tbody>
</table>
Table 4: Empirical rejection probabilities (out of 2000 replications) for bivariate perturbed symmetric beta distribution with $n = 200$, $a$ and $b = 0.5, 1$ and $3$, $p_1 = q_1 = 1$ and $p_2$ and $q_2 = 0.5, 1$ and $2$

<table>
<thead>
<tr>
<th>$a, b$</th>
<th>$p_2$</th>
<th>$q_2$</th>
<th>$T_{n,SD}^*$</th>
<th>$T_{n,HD}^*$</th>
<th>$T_{n,MD}^*$</th>
<th>$T_{n,SD}$</th>
<th>$T_{n,HD}$</th>
<th>$T_{n,MD}$</th>
<th>$R_{n,SD}$</th>
<th>$Q_{n}^1$</th>
<th>$Q_{n}^2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>2, 0.5</td>
<td>0.310</td>
<td>0.309</td>
<td>0.310</td>
<td>0.309</td>
<td>0.310</td>
<td>0.299</td>
<td>0.300</td>
<td>0.300</td>
<td>0.087</td>
<td>0.329</td>
<td>0.204</td>
</tr>
<tr>
<td>3, 3</td>
<td>0.250</td>
<td>0.249</td>
<td>0.250</td>
<td>0.249</td>
<td>0.250</td>
<td>0.235</td>
<td>0.237</td>
<td>0.233</td>
<td>0.083</td>
<td>0.194</td>
<td>0.120</td>
</tr>
<tr>
<td>0.5, 2</td>
<td>0.279</td>
<td>0.278</td>
<td>0.279</td>
<td>0.278</td>
<td>0.279</td>
<td>0.236</td>
<td>0.265</td>
<td>0.266</td>
<td>0.089</td>
<td>0.173</td>
<td>0.098</td>
</tr>
<tr>
<td>3, 0.5</td>
<td>0.469</td>
<td>0.472</td>
<td>0.444</td>
<td>0.431</td>
<td>0.454</td>
<td>0.627</td>
<td>0.608</td>
<td>0.608</td>
<td>0.491</td>
<td>0.112</td>
<td>0.310</td>
</tr>
<tr>
<td>0.5, 2</td>
<td>0.791</td>
<td>0.810</td>
<td>0.808</td>
<td>0.806</td>
<td>0.893</td>
<td>0.875</td>
<td>0.723</td>
<td>0.729</td>
<td>0.729</td>
<td>0.410</td>
<td>0.400</td>
</tr>
<tr>
<td>1, 1</td>
<td>0.509</td>
<td>0.520</td>
<td>0.531</td>
<td>0.499</td>
<td>0.499</td>
<td>0.505</td>
<td>0.117</td>
<td>0.512</td>
<td>0.512</td>
<td>0.315</td>
<td>0.315</td>
</tr>
<tr>
<td>0.5, 2</td>
<td>0.793</td>
<td>0.816</td>
<td>0.819</td>
<td>0.788</td>
<td>0.801</td>
<td>0.812</td>
<td>0.262</td>
<td>0.694</td>
<td>0.694</td>
<td>0.378</td>
<td>0.378</td>
</tr>
<tr>
<td>2, 0.5</td>
<td>0.352</td>
<td>0.350</td>
<td>0.352</td>
<td>0.350</td>
<td>0.352</td>
<td>0.325</td>
<td>0.336</td>
<td>0.339</td>
<td>0.101</td>
<td>0.656</td>
<td>0.559</td>
</tr>
<tr>
<td>0.5, 0.5</td>
<td>0.700</td>
<td>0.738</td>
<td>0.747</td>
<td>0.686</td>
<td>0.725</td>
<td>0.733</td>
<td>0.175</td>
<td>0.804</td>
<td>0.804</td>
<td>0.592</td>
<td>0.592</td>
</tr>
<tr>
<td>0.5, 2</td>
<td>0.916</td>
<td>0.935</td>
<td>0.931</td>
<td>0.913</td>
<td>0.934</td>
<td>0.943</td>
<td>0.594</td>
<td>0.993</td>
<td>0.993</td>
<td>0.891</td>
<td>0.891</td>
</tr>
</tbody>
</table>
A second Monte Carlo study is provided in order to evaluate the performance of our tests for pure location alternatives. In this study the performance of tests considered in first Monte Carlo study compared with the Hotelling’s $T^2$ and the tests due to Hallin and Paindaveine [12] computed with the sign score function, van der Waerden score function and Wilcoxon score function and denoted by $HS_n$, $HN_n$ and $HR_n$, respectively.

We set the sample size as $n = 50$. In each setting, 2000 independent random samples were generated to calculate the proportion of replications for which the null hypothesis is rejected. For each replication, the all tests were performed at the significance level $\alpha = 0.05$. To examine the finite sample behavior of test statistics under the null and alternative hypotheses, we have simulated samples from the t family of distributions and the exponential power family of distributions. In what follows, we provide an overview of these families.

A $p$-dimensional random vector $\mathbf{X}$ has a multivariate $t$ distribution with $\nu$ degree of freedom if its density function has the form

$$ f_{\mu, \Sigma}(\mathbf{x}) = \frac{\Gamma((p + \nu)/2)}{\Gamma(\nu/2)(\pi\nu)^{p/2}} |\Sigma|^{-1/2} \left[ 1 + \frac{1}{\nu} (\mathbf{x} - \mu)^T \Sigma^{-1} (\mathbf{x} - \mu) \right]^{-(p+\nu)/2} $$

where $\mu = (\mu_1, ..., \mu_p)^T \in \mathbb{R}^p$ and $\Sigma$ is a symmetric $p \times p$ positive definite matrix.

The density function of a $p$-dimensional random vector $\mathbf{X}$ from the exponential power family of distributions is

$$ f_{\mu, \Sigma}(\mathbf{x}) = \frac{v \Gamma(p/2)}{\Gamma(p + 2v)(\pi c_0)^{p/2}} |\Sigma|^{-1/2} \exp \left\{ -\frac{(\mathbf{x} - \mu)^T \Sigma^{-1} (\mathbf{x} - \mu)}{c_0} \right\}^\nu $$

where

$$ c_0 = \frac{p \Gamma(p/2)}{\Gamma((p + 2)/2v)} $$

and $\mu$ and $\Sigma$ are defined as above.

We generate samples from the aforementioned distribution families with $\Sigma = \mathbf{I}$ and $\mu = k \Delta$ with $\Delta = (0.2, 0.2)^T$ and $\Delta = (0.1, 0.1)^T$ for the t family of distributions and the exponential power family of distributions, respectively and $k = 0, 1, 2, 3$. We consider $\nu = 1, 6$ and 10 for t-distribution family and $\nu = 0.5, 1$ and 2 for the exponential power family of distributions.

Inspection of Tables 5 and 6 demonstrated that the performance of our tests is comparable to the other tests. The proposed tests overcome $R_{n,SD}$ and $Q_{n}^1$ in most cases and $Q_{n}^1$ in some cases. It worth to note that all tests which are defined in the similar way of our proposed test e.g. $R_{n,SD}$, $Q_{n}^1$ and $Q_{n}^2$ are not expected to perform as well as $T^2$, $HS_n$, $HN_n$ and $HR_n$. In other hand, the results confirm that the performance of our test statistics is not affected by different depth ranking.
Table 5: Empirical rejection probabilities (out of 2000 replications) for multivariate t distribution with $n = 50$, $\Sigma = \mathbf{I}$, $\nu = 1, 6, 20$, and $\mu = \Delta_k \mathbf{1}$, where $\Delta_k = (\Delta_1^k, \Delta_2^k)$ with $k=0, 1, 2, 3$.

<table>
<thead>
<tr>
<th>Test</th>
<th>$\nu = 1$</th>
<th>$\nu = 6$</th>
<th>$\nu = 20$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$k=0$</td>
<td>$k=1$</td>
<td>$k=2$</td>
</tr>
<tr>
<td>$T^2$</td>
<td>0.015</td>
<td>0.033</td>
<td>0.058</td>
</tr>
<tr>
<td>$H_{S_n}$</td>
<td>0.050</td>
<td>0.203</td>
<td>0.453</td>
</tr>
<tr>
<td>$H_{R_n}$</td>
<td>0.044</td>
<td>0.120</td>
<td>0.343</td>
</tr>
<tr>
<td>$H_{SD}$</td>
<td>0.040</td>
<td>0.083</td>
<td>0.146</td>
</tr>
<tr>
<td>$H_{MD}$</td>
<td>0.040</td>
<td>0.083</td>
<td>0.146</td>
</tr>
<tr>
<td>$Q_{1n}$</td>
<td>0.039</td>
<td>0.093</td>
<td>0.156</td>
</tr>
<tr>
<td>$Q_{2n}$</td>
<td>0.039</td>
<td>0.093</td>
<td>0.156</td>
</tr>
</tbody>
</table>
Empirical rejection probabilities (out of 2000 replications) for bivariate power family of distributions with $n = 50$, $\Sigma = I$, $\nu = 0.5, 1, 2$ and $\mu = k\Delta$, with $\Delta = (0.1, 0.1)^T$ and $k = 0, 1, 2, 3$.

$$
\begin{array}{cccccccccccc}
\text{test} & \text{test} & \nu = 0.5 & \nu = 1 & \nu = 2 \\
& & k=0 & k=1 & k=2 & k=3 & k=0 & k=1 & k=2 & k=3 & k=0 & k=1 & k=2 & k=3 \\
T^2 & 0.044 & 0.161 & 0.515 & 0.867 & 0.048 & 0.392 & 0.940 & 1 & 0.043 & 0.468 & 0.981 & 1 \\
HS_n & 0.043 & 0.203 & 0.633 & 0.930 & 0.044 & 0.311 & 0.873 & 1 & 0.047 & 0.317 & 0.868 & 0.999 \\
HN_n & 0.036 & 0.158 & 0.528 & 0.864 & 0.038 & 0.348 & 0.917 & 1 & 0.036 & 0.447 & 0.978 & 1 \\
HR_n & 0.040 & 0.155 & 0.519 & 0.849 & 0.044 & 0.361 & 0.922 & 1 & 0.038 & 0.467 & 0.982 & 1 \\
T^*_n;SD & 0.053 & 0.127 & 0.355 & 0.601 & 0.054 & 0.241 & 0.619 & 0.782 & 0.048 & 0.282 & 0.669 & 0.793 \\
T^*_n;HD & 0.056 & 0.133 & 0.363 & 0.605 & 0.057 & 0.240 & 0.612 & 0.775 & 0.051 & 0.282 & 0.671 & 0.779 \\
T^*_n;MD & 0.054 & 0.130 & 0.349 & 0.570 & 0.055 & 0.248 & 0.618 & 0.761 & 0.044 & 0.289 & 0.685 & 0.793 \\
T^*_n;SD & 0.049 & 0.118 & 0.344 & 0.583 & 0.047 & 0.214 & 0.605 & 0.777 & 0.036 & 0.273 & 0.646 & 0.784 \\
T^*_n;HD & 0.046 & 0.120 & 0.343 & 0.596 & 0.046 & 0.210 & 0.604 & 0.772 & 0.041 & 0.268 & 0.648 & 0.772 \\
T^*_n;MD & 0.048 & 0.123 & 0.335 & 0.565 & 0.048 & 0.222 & 0.600 & 0.758 & 0.035 & 0.273 & 0.660 & 0.786 \\
R^*_n;SD & 0.044 & 0.057 & 0.133 & 0.322 & 0.038 & 0.095 & 0.288 & 0.676 & 0.042 & 0.090 & 0.362 & 0.763 \\
Q^1_n & 0.049 & 0.179 & 0.524 & 0.854 & 0.045 & 0.185 & 0.640 & 0.949 & 0.059 & 0.141 & 0.533 & 0.935 \\
Q^2_n & 0.035 & 0.118 & 0.366 & 0.670 & 0.037 & 0.099 & 0.350 & 0.763 & 0.041 & 0.070 & 0.233 & 0.683 \\
\end{array}
$$
5. Conclusion

This paper concerns with the problem of detecting central symmetry of a bivariate distribution. To this end, based on depth function, we introduced a family of signed-rank test which is orthogonal invariant and distribution-free. Affine invariant tests were obtained by applying our proposed test to the standardized data with Tyler’s matrix. The proposed orthogonal and affine invariant tests have the same asymptotic properties. In simulation study, the finite sample behavior of the proposed test procedure was evaluated over distributions family from very light to very heavy-tailed distributions with different kinds of skewness. The simulations confirmed that our affine invariant tests successfully can distinguish different asymmetries and shifting the location parameter. Moreover, we observed that they performed as good as their competitors and actually in many cases they even outperform them.

6. Appendix

Proof of Theorem 3.1: According to the construction of $Z_{ni}$, it is clear that $Z_{ni} = B_{X_n}X_i$, $i = 1, \ldots, n$ where

$$B_{X_n} = \begin{bmatrix} \cos \left( \frac{\pi}{2} - \theta_{M_n} \right) & -\sin \left( \frac{\pi}{2} - \theta_{M_n} \right) \\ \sin \left( \frac{\pi}{2} - \theta_{M_n} \right) & \cos \left( \frac{\pi}{2} - \theta_{M_n} \right) \end{bmatrix},$$

Let $A$ be an arbitrary $2 \times 2$ orthogonal matrix. Define $\tilde{Z}_{ni} = B_{AX_n}AX_i$ for all $i = 1, \ldots, n$, where

$$B_{AX_n} = \begin{bmatrix} \cos \left( \frac{\pi}{2} - \tilde{\theta}_{M_n} \right) & -\sin \left( \frac{\pi}{2} - \tilde{\theta}_{M_n} \right) \\ \sin \left( \frac{\pi}{2} - \tilde{\theta}_{M_n} \right) & \cos \left( \frac{\pi}{2} - \tilde{\theta}_{M_n} \right) \end{bmatrix},$$

with $\theta_{M_n} \in [0, \pi)$, as the angle between horizontal-axis and the sample median $\tilde{M}_n$ that is obtained in the same way as $M_n$, through $AX_i$’s instead of $X_i$’s, $i = 1, \ldots, n$. The orthogonality of matrix $A$ implies that there exists an angle $\alpha \in [0, 2\pi)$ such that

$$A = \begin{bmatrix} \cos (\alpha) & -\sin (\alpha) \\ \sin (\alpha) & \cos (\alpha) \end{bmatrix} \quad \text{or} \quad A = \begin{bmatrix} \cos (\alpha) & \sin (\alpha) \\ \sin (\alpha) & -\cos (\alpha) \end{bmatrix}.$$

Property P1 of the sample depth function shows that

$$M_n = AM_n.$$

Let matrix $A$ be defined as the left side of (6.2), then (6.3) results in

$$\theta_{\tilde{M}_n} = \begin{cases} \alpha + \theta_{M_n} & 0 \leq \alpha + \theta_{M_n} < \pi, \\ \alpha + \theta_{M_n} - \pi & \pi \leq \alpha + \theta_{M_n} < 2\pi, \\ \alpha + \theta_{M_n} - 2\pi & 2\pi \leq \alpha + \theta_{M_n} < 3\pi. \end{cases}$$
Using the trigonometric relationships, it is straightforward to verify that \( B_{AX_n} A = B_{X_n} \), or \( B_{AX_n} A = -B_{X_n} \). Thus
\[
\tilde{Z}_{ni} = Z_{ni} \quad \text{or} \quad \tilde{Z}_{ni} = -Z_{ni}, \quad i = 1, \ldots, n. \tag{6.4}
\]

Now, let matrix \( A \) be according to the right side of (6.2), similarly we have
\[
\theta_{M_n} = \begin{cases} 
\alpha - \theta_{M_n} + \pi & -\pi < \alpha - \theta_{M_n} < 0, \\
\alpha - \theta_{M_n} & 0 \leq \alpha - \theta_{M_n} < \pi, \\
\alpha - \theta_{M_n} - \pi & \pi \leq \alpha - \theta_{M_n} < 2\pi,
\end{cases}
\]
and
\[
B_{AX_n} A = \begin{bmatrix} -1 & 0 \\ 0 & 1 \end{bmatrix} B_{X_n} \quad \text{or} \quad B_{AX_n} A = \begin{bmatrix} 1 & 0 \\ 0 & -1 \end{bmatrix} B_{X_n}.
\]
Hence
\[
\tilde{Z}_{ni} = (Z_{ni_1}, Z_{ni_2})^T \quad \text{or} \quad \tilde{Z}_{ni} = (Z_{ni_1}, -Z_{ni_2})^T, \quad i = 1, \ldots, n. \tag{6.5}
\]

The proof of affine invariance of \( T_{n,D} \) will be completed by using (6.4), (6.5) and property P1 of the sample depth function.

**Proof of Theorem 3.2:** Under the null hypothesis, \( X_1, \ldots, X_n \) are i.i.d. from \( F \), where \( F(.) \) is centrally symmetric distribution about the origin. Hence, we have
\[
(X_1, \ldots, X_n) \overset{d}{=} (\eta_1 X_1, \ldots, \eta_n X_n). \tag{6.6}
\]
where \( \eta_i \)'s, \( i = 1, \ldots, n \) are i.i.d. random variables taking the values 1 and -1 each with probability 1/2. It is clear that
\[
(\pm X_1, \ldots, \pm X_n) = (\pm \eta_1 X_1, \ldots, \pm \eta_n X_n). \tag{6.7}
\]
Additionally, \( M_n \equiv M(X_1, \ldots, X_n) \) is considered as a point with maximum sample depth with respect to the symmetrized sample \( (\pm X_1, \ldots, \pm X_n) \), (if there is more than one sample point with the highest depth value, \( M_n \) will be defined as the point with minimum index among those data points). By this definition of \( M_n \), there exists \( i \in \{1, \ldots, n\} \) that
\[
M(X_1, \ldots, X_n) = X_i. \tag{6.8}
\]
From property P1 and equation (6.7),
\[
M(\eta_1 X_1, \ldots, \eta_n X_n) = \eta_i X_i \tag{6.9}
\]
Hence from (6.8) and (6.9), we have
\[
M(X_1, \ldots, X_n) = \eta M(\eta_1 X_1, \ldots, \eta_n X_n) \tag{6.10}
\]
where \( \eta = 1 \) or \(-1\). Thus \( B_{X_n} \) where is defined as (6.1) will be same whether it is obtained from either \( X_1, \ldots, X_n \) or \( \eta_1 X_1, \ldots, \eta_n X_n \). Hence (6.6) implies that
\[
(B_{X_n} X_1, \ldots, B_{X_n} X_n) \overset{d}{=} (\eta_1 B_{X_n} X_1, \ldots, \eta_n B_{X_n} X_n). \tag{6.11}
\]
This yields that $\delta_{ni}$’s, $i = 1, ..., n$ are independent and identically distributed random variables that take the values 1 and -1 with probability 1/2. Let $Z_{ni} = \delta_{ni} Y_{ni}$ where $Y_{ni} = (Y_{ni1}, Y_{ni2})^T$ for all $i = 1, ..., n$. (6.11) denotes that $Z_{n1}, ..., Z_{nn}$ distributed as centrally symmetric random vectors about origin. Thus for $y = (y_1, y_2)^T \in \mathbb{R}^2$ and $i = 1, ..., n$

$$P_{H_0} (Y_{ni1} \leq y_1, Y_{ni2} \leq y_2, \delta_{ni} = 1) = P_{H_0} (\delta_{ni} Y_{ni1} \leq y_1, \delta_{ni} Y_{ni2} \leq y_2, \delta_{ni} = 1) = P_{H_0} (Z_{ni1} \leq y_1, Z_{ni2} \leq y_2, \delta_{ni} = 1) = P_{H_0} (Z_{ni1} \leq y_1, Z_{ni2} \leq y_2, Z_{ni2} > 0) = P_{H_0} (Z_{ni1} \leq y_1, 0 < Z_{ni2} \leq y_2) = P_{H_0} (-Z_{ni1} \leq y_1, 0 < -Z_{ni2} \leq y_2) = P_{H_0} (Z_{ni1} \geq -y_1, -y_2 \leq Z_{ni2} < 0) = P_{H_0} (Z_{ni1} \geq -y_1, Z_{ni2} \geq -y_2, Z_{ni2} < 0) = P_{H_0} (-Z_{ni1} \leq y_1, -Z_{ni2} \leq y_2, \delta_{ni} = -1) = P_{H_0} (\delta_{ni} Z_{ni1} \leq y_1, \delta_{ni} Z_{ni2} \leq y_2, \delta_{ni} = -1) = P_{H_0} (Y_{ni1} \leq y_1, Y_{ni2} \leq y_2, \delta_{ni} = -1)$$

and for $j \neq i$

$$P_{H_0} (Y_{ni1} \leq y_1, Y_{nj2} \leq y_2, \delta_{nj} = 1) = P_{H_0} (Y_{ni1} \leq y_1, Y_{nj2} \leq y_2, \delta_{nj} = 1, \delta_{ni} = 1) + P_{H_0} (Y_{ni1} \leq y_1, Y_{nj2} \leq y_2, \delta_{nj} = -1, \delta_{ni} = 1) = P_{H_0} (Z_{ni1} \leq y_1, Z_{nj2} \leq y_2, Z_{nj2} > 0, Z_{nj2} > 0) + P_{H_0} (Z_{ni1} \geq -y_1, Z_{nj2} \leq -y_2, Z_{nj2} < 0, Z_{nj2} < 0) = P_{H_0} (Z_{ni1} \geq -y_1, Z_{nj2} \leq y_2, Z_{nj2} > 0, Z_{nj2} < 0) + P_{H_0} (Z_{ni1} \geq -y_1, Z_{nj2} \leq -y_2, Z_{nj2} < 0, Z_{nj2} < 0) = P_{H_0} (Y_{ni1} \leq y_1, Y_{nj2} \leq y_2, \delta_{nj} = 1) + P_{H_0} (Y_{ni1} \leq y_1, Y_{nj2} \leq y_2, \delta_{nj} = -1) = P_{H_0} (Y_{ni1} \leq y_1, Y_{nj2} \leq y_2, \delta_{nj} = -1).$$

Hence these imply that $\delta_{ni}$ for $i = 1, ..., n$, is independent of $Y_{n1}, ..., Y_{nn}$. Now, suppose that $F_{Z_{ni}}$ and $F_{Y_{ni}}$ be the sample distribution functions of $\{\pm Z_{n1}, ..., \pm Z_{nn}\}$ and $\{\pm Y_{n1}, ..., \pm Y_{nn}\}$, respectively. Since $\{\pm Z_{n1}, ..., \pm Z_{nn}\} = \{\pm Y_{n1}, ..., \pm Y_{nn}\}$, it is clear that $F_{Z_{ni}} = F_{Y_{ni}}$. This equality, along with $D (Z_{ni}, F_{Z_{ni}}) = D (-Z_{ni}, F_{Z_{ni}})$ (resulted from property P1 by considering $A = -I_2$ and $b = 0$) conclude that $D (Z_{ni}, F_{Z_{ni}}) = D (Y_{ni}, F_{Y_{ni}})$ for all $i = 1, ..., n$. Additionally, from property P1 of the sample depth function and Remark 2.1, we see that $D (X_i, F_{x_i}) = D (Z_{ni}, F_{Z_{ni}})$. Hence $D (X_i, F_{x_i}) = D (Y_{ni}, F_{Y_{ni}})$. This shows that $R_i$ is a function of $Y_{n1}, ..., Y_{nn}$ and thus is independent of $\delta_{ni}$, $i = 1, 2, ..., n$. Under null hypothesis, $R_1, ..., R_n$ have the discrete uniform distribution on $\{1, ..., n\}$. Then the expectation and variance of $T_{n,D}^{1/2}$ are given as

$$E \left( T_{n,D}^{1/2} \right) = \sqrt{\frac{6}{n(n+1)(2n+1)}} E \left( \sum_{i=1}^{n} \delta_{in} R_i \right) = 0$$
and

\[ \text{Var} \left( T_{n,D}^{1/2} \right) = \frac{6}{n(n+1)(2n+1)} \sum_{i=1}^{n} E \left( R_i^2 \right) + \frac{6}{n(n+1)(2n+1)} \sum_{i=1}^{n} \sum_{j=1, j \neq i}^{n} E \left( \delta_i \delta_j R_i R_j \right) \]

\[ = 1, \]

respectively. Because of the dependency between summands in \( T_{n,D}^{1/2} \), the central limit theory is not applied. In the other hand, \( T_{n,D}^{1/2} \) is equal in distribution to

\[ K_n = \sqrt{\frac{6}{n(n+1)(2n+1)}} \sum_{i=1}^{n} \delta_i i \]

where \( \delta_i \)'s, \( i = 1, \ldots, n \) are independent random variables with probability 1/2 of being 1 or -1. Since \( K_n \) is sum of independent random variables and the Lyapunov's condition

\[ \lim_{n \to \infty} \left( \sqrt{\frac{6}{n(n+1)(2n+1)}} \sum_{i=1}^{n} (E|\delta_i|)^{2+\delta} \right) = \lim_{n \to \infty} \left( \frac{n^3}{3} \right)^{(2+\delta)/2} \sum_{i=1}^{n} i^{2+\delta} = 0 \]

is satisfied for \( \delta = 1 \), then the asymptotic null distribution is obtained by Lyapunov's central limit theorem.

\textbf{Proof of Theorem 3.3:} It is clear that \( V_{ni} = B_{W_n} W_{ni}, i = 1, \ldots, n \) where

\[ B_{W_n} = \begin{bmatrix} \cos \left( \frac{\pi}{2} - \theta_{M_{W_n}} \right) & -\sin \left( \frac{\pi}{2} - \theta_{M_{W_n}} \right) \\ \sin \left( \frac{\pi}{2} - \theta_{M_{W_n}} \right) & \cos \left( \frac{\pi}{2} - \theta_{M_{W_n}} \right) \end{bmatrix}. \]

Let \( A \) be an arbitrary \( 2 \times 2 \) nonsingular matrix and define \( \tilde{V}_{ni} = B_{AW_n} \tilde{W}_{ni} \) where

\[ B_{AW_n} = \begin{bmatrix} \cos \left( \frac{\pi}{2} - \theta_{\tilde{M}_{W_n}} \right) & -\sin \left( \frac{\pi}{2} - \theta_{\tilde{M}_{W_n}} \right) \\ \sin \left( \frac{\pi}{2} - \theta_{\tilde{M}_{W_n}} \right) & \cos \left( \frac{\pi}{2} - \theta_{\tilde{M}_{W_n}} \right) \end{bmatrix}. \]

with \( \theta_{\tilde{M}_{W_n}} \in [0, \pi) \), as the angle between horizontal-axis and the sample median \( \tilde{M}_{W_n} \) that is obtained in the same way as \( M_{W_n} \), through \( \tilde{W}_{ni} \)'s instead of \( W_{ni} \)'s, \( i = 1, \ldots, n \). Moreover, \( \tilde{W}_{ni} = \Gamma_{AX_n} A X_i \), where \( \Gamma_{AX_n} \) is Tyler’s matrix defined in terms of the transformed data points \( AX_i \), for all \( i = 1, \ldots, n \).

If \( n > 2 \), Randles [36] indicated that \( \Gamma_n \) satisfies the condition

\[ A^T \Gamma_{AX_n}^T \Gamma_{AX_n} A = k \Gamma_n^T \Gamma_n \]

where \( k \) is a positive scalar that may depends on \( A \) and the data. This equation clearly shows that there exists an orthogonal matrix \( H = k^{-1/2} \Gamma_{AX_n} A \Gamma_n^{-1} \) such that

\[ \sqrt{k} H \Gamma_n = \Gamma_{AX_n} A. \]
It follows easily that
\begin{equation}
\tilde{W}_{ni} = \Gamma_{AX_n} AX_i = \sqrt{k} H_{ni} X_i = \sqrt{k} H W_{ni}.
\end{equation}

Additionally, property P1 of the sample depth function along with Remark 2.1 and equation (6.15) show that \( \tilde{M}_{W_n} = \sqrt{k} H M_{W_n} \). Thus, the result follows from Theorem 3.1.

**Proof of Theorem 3.4:** The Tyler’s matrix \( \Gamma_n \equiv \Gamma(X_1, \ldots, X_n) \) is invariant under sign changes among the \( X_i \)'s (Randles [36]), that is
\begin{equation}
\Gamma(X_1, \ldots, X_n) = \Gamma(\eta_1 X_1, \ldots, \eta_n X_n).
\end{equation}

Hence, by (6.6) we have
\begin{equation}
(B_{W_n} \Gamma_n X_1, \ldots, B_{W_n} \Gamma_n X_n) \overset{d}{=} (\eta_1 B_{W_n} \Gamma_n X_1, \ldots, \eta_n B_{W_n} \Gamma_n X_n).
\end{equation}

where \( B_{W_n} \) is defined as (6.12). Additionally, from property P1 of the sample depth function and Remark 2.1, it is straightforward to verify that \( R_{ni} = R_i \) for all \( i = 1, \ldots, n \). The rest of the proof proceeds as in Theorem 3.2.
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