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## Editorial

## Celebrating 20 years of publication | REVSTAT-Statistical Journal

This year we complete 20 years of publication of REVSTAT-Statistical Journal.

Statistics Portugal (INE), aware of its responsibilities in disseminating statistical knowledge and intending to fill a gap of scientific publication in Statistics in 1996, started the publication of Revista de Estatística in Portuguese, a quarterly publication whose goal was the publication of papers containing original statistical methodological results, and its applications, namely in the economic, social and demographic fields.

A decisive step was taken in 1998, publishing papers also in English, aiming to change the character of Revista de Estatística from a national to an international scientific journal, the Statistical Review. Afterwards, during the EMS 2001, the 23rd European Meeting of Statisticians, its Editor-in-Chief Ivette Gomes invited several international top researcher participants to join the editorial board for the becoming new international journal and in 2003 the name changed to REVSTAT-Statistical Journal.

The first issue of REVSTAT, Vol1(1), was published in November 2003 and consisted of four papers in different topics, namely in random-effects log-linear model, extremal index of subsampled periodic sequences, in lifetime models and multiple correspondence analysis.

The year of 2010 was the first electronic JCR (Journal Citation Reports) year. Since then, an impressive increasing number of submissions has occurred. The year of 2015 was the first one with more than one hundred of submissions. It should be mentioned that, in the period 2015-2021, an average yearly number of around 150 submissions have been received in our REVSTAT, with a mean number of 25 published papers per year.

The rate of acceptance of the last three years is around $20 \%$.


Ivette Gomes has acted, heroically, till the end of 2018, as Editor-in-Chief of REVSTAT, improving the visibility and impact of REVSTAT, serving the science community with dedication and commitment, setting up and shaping the journal to ensure it has maintained its place among the international benchmark journals in the field of Statistics. The importance of obtaining high quality reviews and timeliness in publish-decisions, has been a major concern under Ivette's Editorship, assisted by the Co-Editor Antónia Amaral Turkman.

Since 2019, the current Editor-in-Chief Isabel Fraga Alves and Co-Editor Giovani L. Silva have been trying to maintain the high level of the journal, acting with the utmost scientific integrity, and promoting some special issues too, spreading the scientific communications of some thematic meetings. One of the keystones that we propose ourselves was the creation of a new journal platform, making possible not only the electronic submission and refereeing process for our Associate Editors, but also making true the aim of DOI attribution and in a near future the Open Access (OA) registration in DOAJ, although REVSTAT has been OA since its birth. This goal is now partially accomplished, made possible due to our teamwork with INE and represents a continuous work in progress. We assume that these recent years during covid-19 pandemic were very difficult, and represented a big challenge, not easy to accomplish by the two Editors, who must answer to their normal professional academic duties, apart from this pro bono job.

At last, we should enhance the fact that a successful journal depends on the efficiency and competence of the teamwork with its editorial board and its reviewers. We would like to take this opportunity to thank all Associate Editors, Executive Editors, Reviewers, Authors, and the readers of REVSTAT for their support. In the future, it is our continuous goal to improve the profile of the REVSTAT Journal, next to the objectives of its readers, answering not only to the theoretical, methodological, and applied topics but also to the nowadays bigdata paradigm.
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#### Abstract

: - Bias reduction in tail estimation has mainly been performed in case of Pareto-type models; see for instance Drees (1996) [11], Peng (1998) [20], Feuerverger and Hall (1999) [14], Beirlant et al. (1999 [3], 2002 [4]), Gomes and Martins (2002) [16] and Caeiro et al. (2005 [9], 2009 [10]). In that context, Beirlant et al. (2009) [7] and Papastathopoulos and Tawn (2013) [19] constructed distributional models that are based on second order rates of convergence for distributions of peaks over thresholds (POT). Such approach also allows to connect the tail and the bulk of the distribution. Bias reduction for all max-domains of attractions, i.e. without restricting to the Pareto-type case, received much less attention up to now. Here we extend the second-order refined POT approach started in Beirlant et al. (2009) [7] providing a bias reduction technique for the classical generalized Pareto (GP) approximation for POTs. We consider parametric and nonparametric modelling of the second order component.
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## 1. INTRODUCTION

Extreme value (EV) methodology starts from the assumption that the distribution of the available sample $X_{1}, X_{2}, \ldots, X_{n}$ belongs to the domain of attraction of a generalized extreme value distribution, i.e. there exists sequences $\left(b_{n}\right)_{n}$ and $\left(a_{n}>0\right)_{n}$ such that as $n \rightarrow \infty$

$$
\begin{equation*}
\frac{\max \left(X_{1}, X_{2}, \ldots, X_{n}\right)-b_{n}}{a_{n}} \rightarrow_{d} Y_{\xi} \tag{1.1}
\end{equation*}
$$

where $\mathbb{P}\left(Y_{\xi} \leq y\right)=\exp \left(-(1+\xi y)^{-1 / \xi}\right)$, for some $\xi \in \mathbb{R}$ with $1+\xi y>0$. The parameter $\xi$ is termed the extreme value index (EVI). It is well-known (see e.g. Beirlant et al., 2004 [5], and de Haan and Ferreira, 2006 [17]) that (1.1) is equivalent to the existence of a positive function $t \mapsto \sigma_{t}$, such that

$$
\begin{equation*}
\mathbb{P}\left(\left.\frac{X-t}{\sigma_{t}}>y \right\rvert\, X>t\right)=\frac{\bar{F}\left(t+y \sigma_{t}\right)}{\bar{F}(t)} \rightarrow_{t \rightarrow x_{+}} \bar{H}_{\xi}^{G P}(y)=(1+\xi y)^{-1 / \xi} \tag{1.2}
\end{equation*}
$$

where $\bar{F}(x)=\mathbb{P}(X>x)$ and $x_{+}$denotes the endpoint of the distribution of $X$. The conditional distribution of $X-t$ given $X>t$ is called the peaks over threshold (POT) distribution, while $\bar{H}_{\xi}^{G P}$ is the survival function of the generalized Pareto distribution (GPD).

Estimation of $\xi$ and tail quantities such as return periods is then based on fitting a GPD to the observed excesses $X-t$ given $X>t$. The main difficulty in such an EV application is the choice of the threshold $t$. Most often, the threshold $t$ is chosen as one of the top data points $X_{n-k, n}$ for some $k \in\{1,2, \ldots, n\}$ where $X_{1, n} \leq X_{2, n} \leq \ldots \leq X_{n, n}$ denotes the ordered sample. The parameters $(\xi, \sigma)$ are then estimated by fitting the GPD $H_{\xi}^{G P}\left(\frac{y}{\sigma}\right)$ to the spacings $X_{n, n}-X_{n-k, n}, \ldots, X_{n-k+1, n}-X_{n-k, n}$.

The limit result in (1.2) requires $t$ to be chosen as large as possible (or, equivalently, $k$ as small as possible) for the bias in the estimation of $\xi$ and other tail parameters to be limited. However, in order to limit the estimation variance, $t$ should be as small as possible, i.e. the number of data points $k$ used in the estimation should be as large as possible. Several adaptive procedures for choosing $t$ or $k$ have been proposed, but mainly in the Pareto-type case with $\xi>0$, i.e. when

$$
\begin{equation*}
\bar{F}(x)=x^{-1 / \xi} \ell(x) \tag{1.3}
\end{equation*}
$$

for some slowly varying function $\ell$, i.e. satisfying $\frac{\ell(y t)}{\ell(t)} \rightarrow 1$ as $t \rightarrow \infty$, for every $y>1$. One then typically assumes a second-order specification of (1.3) of the type

$$
\begin{equation*}
\frac{\ell(y t)}{\ell(t)}-1=\delta_{t}\left(y^{-\beta}-1\right) \tag{1.4}
\end{equation*}
$$

where $\delta_{t}=\delta(t)=t^{-\beta} \tilde{\ell}(t)$, with $\beta>0$ and $\tilde{\ell}$ slowly varying at infinity.
As an alternative, bias reduction techniques have been proposed in the Pareto-type case $\xi>0$, among others in Feuerverger and Hall (1999) [14], Beirlant et al. (1999 [3], 2002 [4]) and Gomes and Martins (2002) [16]. However while the bias is reduced, the variance is increased. In Caeiro et al. (2005 [9], 2009 [10]) methods are proposed to limit the variance of bias-reduced estimators assuming a third-order slow variation model. These methods focus
on the distribution of the log-spacings of high order statistics. Other construction methods for asymptotically unbiased estimators of $\xi>0$ were introduced in Peng (1998) [20] and Drees (1996) [11].

Another approach consists of proposing penultimate limit distributions. In case $\xi>0$, Beirlant et al. (2009) [7] proposed an extension of the Pareto distribution (EPD) to approximate the tail probability of the POT distribution $\mathbb{P}\left(\left.\frac{X}{t}>y \right\rvert\, X>t\right)$ as $t \rightarrow \infty$ :

$$
\begin{equation*}
\bar{H}_{\xi, \delta, \rho}^{E P}(y)=1-H_{\xi, \delta, \rho}^{E P}(y)=y^{-1 / \xi}\left(1+\delta_{t}\left(\left(y^{-1 / \xi}\right)^{-\rho}-1\right)\right), y>1, \tag{1.5}
\end{equation*}
$$

with $\delta_{t}$ satisfying $\delta_{t} \downarrow 0$ as $t \rightarrow \infty$ and $\rho=-\beta \xi$. In the literature, the second order parameter $\rho$ typically is estimated externally with a different sequence of extreme order statistics than with $\xi$ and $\delta$, or it is given an appropriate 'canonical' value such as -1 . We suppress the notation $\rho$ from the extended distribution notation.

Fitting the extended Pareto distribution $H_{\xi, \sigma}^{E P}$ to the relative excesses $\left\{\frac{X_{n-j+1, n}}{X_{n-k, n}}, j=\right.$ $1, \ldots, k\}$ leads to estimates of $\xi$ that are more stable as a function of $k$ compared to the original ML estimator derived by Hill (1975) [18]

$$
\hat{\xi}_{k, n}^{H}=\frac{1}{k} \sum_{j=1}^{k} \log \frac{X_{n-j+1, n}}{X_{n-k, n}}
$$

which is obtained by fitting the Pareto distribution $H_{\xi, 0}^{E P}$. Denoting the maximum likelihood estimators of $\xi$ by $\hat{\xi}_{k}^{E P}$, it can indeed be shown under the assumption that the EP model for the excesses $X / t$ is correct and that $\rho$ is estimated consistently, that the asymptotic bias of $\hat{\xi}_{k}^{E P}$ is 0 as long as $k(k / n)^{-2 \rho} \rightarrow \lambda \geq 0$ as $k, n \rightarrow \infty$, while the asymptotic bias of $\hat{\xi}_{k, n}^{H}$ is only 0 when $k(k / n)^{-2 \rho} \rightarrow 0$. On the other hand, the asymptotic variance of $\hat{\xi}_{k}^{E P}$ equals $\left(\frac{1-\rho}{\rho}\right)^{2} \frac{\xi^{2}}{k}$, where $\frac{\xi^{2}}{k}$ is the asymptotic variance of $\hat{\xi}_{k, n}^{H}$.

In case of a real-valued EVI, for the selection of an appropriate threshold or the construction of bias-reduced methods, only a few methods are available. Dupuis (1999) [12] suggested a robust model validation mechanism to guide the threshold selection, assigning weights between 0 and 1 to each data point where a high weight means that the point should be retained since a GPD model is fitting it well. However, thresholding is required at the level of the weights and hence the method cannot be used in an unsupervised manner. Buitendag et al. (2019) [8] present a ridge regression method to reduce the bias of the generalized Hill estimator proposed in Beirlant et al. (2005) [6].

In this paper we concentrate on bias reduction when fitting the GPD to the distribution of POTs $X-t \mid X>t$ using maximum likelihood estimation. We hence extend the secondorder refined POT approach based on $\bar{H}_{\xi, \delta}^{E P}$ from (1.5) to all max-domains of attraction. Here the corresponding basic second order regular variation theory can be found in Theorem 2.3.8 in de Haan and Ferreira (2006) [17] stating that

$$
\begin{equation*}
\lim _{t \rightarrow x_{+}} \frac{\mathbb{P}\left(X-t>y \sigma_{t} \mid X>t\right)-(1+\xi y)^{-1 / \xi}}{\delta(t)}=(1+\xi y)^{-1-1 / \xi} \Psi_{\xi, \tilde{\rho}}\left((1+\xi y)^{1 / \xi}\right), \tag{1.6}
\end{equation*}
$$

with $\delta(t) \rightarrow 0$ as $t \rightarrow x_{+}$and $\Psi_{\xi, \tilde{\rho}}(x)=\frac{1}{\tilde{\rho}}\left(\frac{x^{\xi+\tilde{\rho}}-1}{\xi+\tilde{\rho}}-\frac{x^{\xi}-1}{\xi}\right)$ which for the cases $\xi=0$ and $\tilde{\rho}=0$ is understood to be equal to the limit as $\xi \rightarrow 0$ and $\tilde{\rho} \rightarrow 0$. We further allow more flexible second-order models than the ones arising from second-order regular variation theory such
as in (1.6) using non-parametric modelling of the second-order component and the flexible semiparametric GP modelling introduced in Tencaliec et al. (2019) [21]. This newly proposed method can also be applied to the specific case of Pareto-type distributions.

In the next section we propose our extended GPD models, and detail the estimation methods. Some basic asymptotic results are provided in Section 3. In the final section we discuss simulation results and some practical case studies.

## 2. TRANSFORMED AND EXTENDED GPD MODELS

In this paper we propose to approximate the POT distribution with an extended GPD model with survival function

$$
(\mathcal{E}): \quad \bar{F}_{t}^{E G P}(y)=\bar{H}_{\xi}^{G P}\left(\frac{y}{\sigma}\right)\left\{1+\delta_{t} B_{\eta}\left(\bar{H}_{\xi}^{G P}\left(\frac{y}{\sigma}\right)\right)\right\}
$$

where

- $\delta_{t}=\delta(t) \rightarrow 0$ as $t \rightarrow x_{+}$,
- $B_{\eta}(1)=0$ and $\lim _{u \rightarrow 0} u^{1-\epsilon} B_{\eta}(u)=0$ for every $0<\epsilon<1$,
- $B_{\eta}$ is twice continously differentiable.

Here the parameter $\eta$ represents a second order nuisance parameter. For negative $\delta$ values one needs $\delta_{t}>\left\{\min _{u}\left(1-\frac{d}{d u}\left(u B_{\eta}(u)\right)\right\}^{-1}\right.$ to obtain a valid distribution.

Note that this model is a transformation model $G_{t}\left(\bar{H}_{\xi}^{G P}\left(\frac{y}{\sigma}\right)\right)$ where the transformation function $G_{t}:(0,1) \rightarrow(0,1), u \mapsto u\left(1+\delta_{t} B_{\eta}(u)\right)$ satisfies $\frac{G_{t}(u)}{u} \rightarrow 1$ as $t \rightarrow \infty$ for every $u \in$ $(0,1)$ as follows from (1.2).

Also, model $(\mathcal{E})$ generalizes the EPD model (1.5) replacing the Pareto survival function $y^{-1 / \xi}(\xi>0)$ by the GPD survival function $\bar{H}_{\xi}^{G P}(\xi \in \mathbb{R})$, and considering a general function $B_{\eta}(u)$.

We here detail a parametric and non-parametric estimation procedure for $(\xi, \sigma)$ under $(\mathcal{E})$ based on excesses $Y_{j, k}=X_{n-j+1, n}-X_{n-k, n}(j=1, \ldots, k)$, while considering external estimation of the parameters in the $B_{\eta}$ component of the model. In this we use the reparametrization $(\xi, \tau)$ with $\tau=\xi / \sigma$. Modelling the distribution of the exceedances $Y$ with model $(\mathcal{E})$ leads to maximum likelihood estimators based on the excesses $Y_{j, k}=X_{n-j+1, n}-X_{n-k, n}$ $(j=1, \ldots, k)$ :

$$
\begin{align*}
\left(\hat{\xi}_{k}^{E}, \hat{\tau}_{k}^{E}, \hat{\delta}_{k}^{E}\right)=\operatorname{argmax} & \left\{\sum_{j=1}^{k} \log \left(1+\delta_{k} b_{\eta}\left(\left(1+\tau Y_{j, k}\right)^{-1 / \xi}\right)\right)\right. \\
& \left.+\sum_{j=1}^{k} \log \left\{\frac{\tau}{\xi}\left(1+\tau Y_{j, k}\right)^{-1-1 / \xi}\right\}\right\} \tag{2.1}
\end{align*}
$$

with $b_{\eta}(u)=\frac{d}{d u}\left(u B_{\eta}(u)\right)$ for a given choice of $B_{\eta}$.
Estimates of small tail probabilities $\mathbb{P}(X>c)$ are then obtained through

$$
\hat{\mathbb{P}}_{k}^{E}(X>c)=\frac{k}{n} \bar{H}_{\tilde{\xi}_{k}^{E}}^{G P}\left(\frac{\hat{\tau}_{k}^{E}}{\hat{\xi}_{k}^{E}}\left(c-X_{n-k, n}\right)\right)\left(1+\hat{\delta}_{k}^{E} \hat{B}_{\eta}\left(\bar{H}_{\hat{\xi}_{k}^{E}}^{G P}\left(\frac{\hat{\tau}_{k}^{E}}{\hat{\xi}_{k}^{E}}\left(c-X_{n-k, n}\right)\right)\right)\right) .
$$

A general approach to choose the parameters contained in the $B_{\eta}$ component can be to minimize the variance of the obtained estimates of $\xi$ over $k=2, \ldots, n$. See also the simulation Section 4.

A parametric approach (Ep). The second-order result (1.6) leads to the parametric choice $B_{\xi, \tilde{\rho}}(u)=\frac{u^{\xi}}{\tilde{\rho}}\left(\frac{u^{-\xi-\tilde{\rho}}-1}{\xi+\tilde{\rho}}-\frac{u^{-\xi}-1}{\xi}\right)$ in case $\xi+\tilde{\rho} \neq 0$ and $\xi \neq 0$.

Model $(\mathcal{E})$ allows for bias reduction in the estimation of $(\xi, \tau)$ under the assumption that the corresponding second-order model (1.6) is correct for the POTs $X-t \mid X>t$. Note that here the $B_{\eta}$ component contains two parameters $\xi$ and $\tilde{\rho}$. So in this component $\xi$ and $\tilde{\rho}$ will be substituted with an external value.

Here

$$
b_{\eta}(u)=u^{-\tilde{\rho}}\left(\frac{1-\tilde{\rho}}{\tilde{\rho}(\xi+\tilde{\rho})}\right)+u^{\xi}\left(\frac{1+\xi}{\xi(\xi+\tilde{\rho})}\right)-\frac{1}{\xi \tilde{\rho}},
$$

in which the classical estimator of $\xi$ (with $\delta_{k}=0$ ), or an appropriate value $\xi_{0}$, is used to substitute $\xi$. A consistent estimator of $\tilde{\rho}$ is provided in Fraga Alves et al. (2003) [15]. Another option is to choose ( $\xi_{0}, \tilde{\rho}$ ) minimizing the variance in the plot of the resulting estimates of $\xi$ as a function of $k$.

A non-parametric approach ( $E \bar{p}$ ). In practice a particular distribution probably follows laws of nature, environment or business and does not have to follow the second-order regular variation assumptions as in (1.6). A non-parametric approximation of $u \mapsto u B_{\eta}(u)$ can be obtained from an estimator $\hat{G}_{t_{*}}$ of $G_{t_{*}}$, or equivalently $\hat{G}_{k_{*}}$ of $G_{k_{*}}$, of the transformation $G_{t}(u)=u\left(1+\delta_{t} B_{\eta}(u)\right)(u \in(0,1))$ at some particular $t_{*}$ or $k_{*}$. Indeed, using $\hat{G}_{k_{*}}^{(m)}(u)-u$ as an approximation of $u \mapsto \delta_{k_{*}} u B_{\eta}(u)$, and reparametrizing $\delta_{k}$ by $\delta_{k} / \delta_{k_{*}}$, we obtain $\hat{b}_{\eta, k_{*}}(u)=$ $-1+\frac{d}{d u} \hat{G}_{k_{*}}^{(m)}(u)$ as an estimator of $b_{\eta}$.

For any $t$, an estimator $\hat{G}_{t}$ of $G_{t}$ can be obtained using the Bernstein polynomial algorithm from Tencaliec et al. (2019) [21]. The Bernstein approximation of order $m$ of a continuous distribution function $G$ on $[0,1]$ is given by

$$
G^{(m)}(u)=\sum_{j=0}^{m} G\left(\frac{j}{m}\right)\binom{m}{j} u^{j}(1-u)^{m-j}, u \in[0,1] .
$$

As in Babu et al. (2002) [2] one then replaces the unknown distribution function $G$ itself with the empirical distribution function $\hat{G}_{n}$ of the available data in order to obtain a smooth estimator of $G$ :

$$
\hat{G}_{n}^{(m)}(u)=\sum_{j=0}^{m} \hat{G}_{n}\left(\frac{j}{m}\right)\binom{m}{j} u^{j}(1-u)^{m-j} .
$$

Note that $G_{t}$ is the distribution function of $\bar{H}_{\xi}^{G P}(Y / \sigma)$. Hence, in the present application, data from $G_{t}$ are only available after imputing a value for $(\xi, \tau)$. This then leads to the iterative algorithm from Tencaliec et al. (2019) [21], which is applied to every threshold $t$, or every number of top $k$ data:
(i) Set starting values $\left(\hat{\xi}_{k}^{(0)}, \hat{\tau}_{k}^{(0)}\right)$. Here one can use $\left(\hat{\xi}_{k}^{M L}, \hat{\tau}_{k}^{M L}\right)$ from using $G_{t}(u)=u$.
(ii) Iterate for $r=0,1, \ldots$ until the difference in log-likelihood taken in $\left(\hat{\xi}_{k}^{(r)}, \hat{\tau}_{k}^{(r)}\right)$ and $\left(\hat{\xi}_{k}^{(r+1)}, \hat{\tau}_{k}^{(r+1)}\right)$ is smaller than a prescribed small value:
(a) Given $\left(\hat{\xi}_{k}^{(r)}, \hat{\tau}_{k}^{(r)}\right)$ construct rv's $\hat{Z}_{j, k}=\left(1+\hat{\tau}_{k}^{(r)} Y_{j, k}\right)^{-1 / \hat{\xi}_{k}^{(r)}}$;
(b) Construct Bernstein approximation based on $\hat{Z}_{j, k}(1 \leq j \leq k)$

$$
\hat{G}_{k}^{(m)}(u)=\sum_{j=0}^{m} \hat{G}_{k}\left(\frac{j}{m}\right)\binom{m}{j} u^{j}(1-u)^{m-j}
$$

with $\hat{G}_{k}$ the empirical distribution function of $\hat{Z}_{j, k}$;
(c) Obtain new estimates $\left(\hat{\xi}_{k}^{(r+1)}, \hat{\tau}_{k}^{(r+1)}\right)$ with ML:

$$
\begin{aligned}
\left(\hat{\xi}_{k}^{(r+1)}, \hat{\tau}_{k}^{(r+1)}\right)=\operatorname{argmax} & \left\{\sum_{j=1}^{k} \log \left\{\hat{g}_{k}^{(m)}\left(\left(1+\tau \hat{Z}_{j, k}\right)^{-1 / \xi}\right)\right\}\right. \\
& \left.+\sum_{j=1}^{k} \log \left\{\frac{\tau}{\xi}\left(1+\tau \hat{Z}_{j, k}\right)^{-1-1 / \xi}\right\}\right\}
\end{aligned}
$$

with $\hat{g}_{k}^{(m)}$ denoting the derivative of $\hat{G}_{k}^{(m)}$.

As noted in Tencaliec et al. (2019) [21] a theoretical study of these estimates is difficult and has not been established.

Remark 2.1. The estimation methods described above of course can be rewritten for the specific case of Pareto-type distributions where the distribution of POTs $\left.Y=\frac{X}{t} \right\rvert\, X>t$ are approximated by transformed Pareto distributions. The model $(\mathcal{E})$ is then rephrased as

$$
\left(\mathcal{E}^{+}\right): \quad \bar{F}_{t}^{E}(y)=\bar{H}_{\xi}^{P}(y)\left\{1+\delta_{t} B_{\eta}\left(\bar{H}_{\xi}^{P}(y)\right)\right\}
$$

The likelihood estimation method, now based on the exceedances $Y_{j, k}=X_{n-j+1, n} / X_{n-k, n}$ $(j=1, \ldots, k)$, is then adapted to

$$
\begin{equation*}
\left(\hat{\xi}_{k}^{E+}, \hat{\delta}_{k}^{E+}\right)=\operatorname{argmax}\left\{\sum_{j=1}^{k} \log \left(1+\delta_{k} b_{\eta}\left(Y_{j, k}^{-1 / \xi}\right)\right)+\sum_{j=1}^{k} \log \left\{\frac{1}{\xi}\left(Y_{j, k}\right)^{-1-1 / \xi}\right\}\right\} \tag{2.2}
\end{equation*}
$$

Note that the $\left(E p^{+}\right)$approach using the parametric version $B_{\eta}(u)=u^{-\rho}-1$ for a particular fixed $\rho<0$ equals the EPD method from Beirlant et al. (2009) [7], while ( $E \bar{p}^{+}$) is new. Estimators of tail probabilities are then given by

$$
\hat{\mathbb{P}}_{k}^{E+}(X>c)=\frac{k}{n} \bar{H}_{\hat{\xi}_{k}^{E+}}^{P}\left(c / X_{n-k, n}\right)\left(1+\hat{\delta}_{k}^{E+} \hat{B}_{\eta}\left(\bar{H}_{\hat{\xi}_{k}^{E+}}^{P}\left(c / X_{n-k, n}\right)\right)\right)
$$

## 3. BASIC ASYMPTOTICS UNDER MODEL ( $\mathcal{E})$

In this section we discuss the asymptotic properties of the maximum likelihood estimators solving (2.1) and (2.2). To this end, as in Beirlant et al. (2009) [7], we develop the likelihood equations up to linear terms in $\delta_{k}$ since $\delta_{k} \rightarrow 0$ with decreasing value of $k$.

Below we set $\bar{H}_{\theta}(y)=(1+\tau y)^{-1 / \xi}$ when using extended GPD modelling, while $\bar{H}_{\theta}(y)=y^{-1 / \xi}$ when using extended Pareto modelling under $\xi>0$.

Extended Pareto POT modelling. The likelihood problem (2.2) was already considered in Beirlant et al. (2009) [7] in case of parametric modelling for $B_{\eta}$. We here propose a more general treatment. The limit statements in the derivation can be obtained using the methods from Beirlant et al. (2009) [7]. Denoting the log-likelihood function in (2.2) by $\ell$, the likelihood equations are given by

$$
\left\{\begin{align*}
\frac{\partial}{\partial \xi} \ell & =-\frac{k}{\xi}+\frac{1}{\xi^{2}} \sum_{j=1}^{k} \log Y_{j, k}+\frac{\delta_{k}}{\xi^{2}} \sum_{j=1}^{k} \frac{b_{\eta}^{\prime}\left(\bar{H}_{\theta}\left(Y_{j, k}\right)\right) \bar{H}_{\theta}\left(Y_{j, k}\right) \log Y_{j, k}}{1+\delta_{k} b_{\eta}\left(\bar{H}_{\theta}\left(Y_{j, k}\right)\right)}  \tag{3.1}\\
\frac{\partial}{\partial \delta_{k}} \ell & =\sum_{j=1}^{k} b_{\eta}\left(\bar{H}_{\theta}\left(Y_{j, k}\right)\right)-\delta_{k} \sum_{j=1}^{k} b_{\eta}^{2}\left(\bar{H}_{\theta}\left(Y_{j, k}\right)\right) .
\end{align*}\right.
$$

Extended Generalized Pareto POT modelling. The likelihood equations following from (2.1) up to linear terms in $\delta_{k}$ are now given by

$$
\left\{\begin{aligned}
\frac{\partial}{\partial \xi} \ell & =-\frac{k}{\xi}+\frac{1}{\xi^{2}} \sum_{j=1}^{k} \log \left(1+\tau Y_{j, k}\right)+\frac{\delta_{k}}{\xi^{2}} \sum_{j=1}^{k} b_{\eta}^{\prime}\left(\bar{H}_{\theta}\left(Y_{j, k}\right)\right) \bar{H}_{\theta}\left(Y_{j, k}\right) \log \left(1+\tau Y_{j, k}\right), \\
\frac{\partial}{\partial \tau} \ell & =\frac{k}{\xi \tau}\left\{-1+(1+\xi) \frac{1}{k} \sum_{j=1}^{k} \frac{1}{1+\tau Y_{j, k}}-\frac{\delta_{k}}{k} \sum_{j=1}^{k} b_{\eta}^{\prime}\left(\bar{H}_{\theta}\left(Y_{j, k}\right)\right)\left(\tau Y_{j, k}\right)\left(1+\tau Y_{j, k}\right)^{-1-1 / \xi}\right\}, \\
\frac{\partial}{\partial \delta_{k}} \ell & =\sum_{j=1}^{k} b_{\eta}\left(\bar{H}_{\theta}\left(Y_{j, k}\right)\right)-\delta_{k} \sum_{j=1}^{k} b_{\eta}^{2}\left(\bar{H}_{\theta}\left(Y_{j, k}\right)\right),
\end{aligned}\right.
$$

from which

$$
\left\{\begin{array}{l}
\hat{\delta}_{k}=\frac{\sum_{j=1}^{k} b_{\eta}\left(\bar{H}_{\hat{\theta}_{k}}\left(Y_{j, k}\right)\right)}{\sum_{j=1}^{k} b_{\eta}^{2}\left(\bar{H}_{\hat{\theta}_{k}}\left(Y_{j, k}\right)\right)},  \tag{3.2}\\
\frac{1}{k} \sum_{j=1}^{k} \log \left(1+\hat{\tau}_{k} Y_{j, k}\right)=\hat{\xi}_{k}-\frac{\hat{\delta}_{k}}{k} \sum_{j=1}^{k} b_{\eta}^{\prime}\left(\bar{H}_{\hat{\theta}_{k}}\left(Y_{j, k}\right)\right) \bar{H}_{\hat{\theta}_{k}}\left(Y_{j, k}\right) \log \left(1+\hat{\tau}_{k} Y_{j, k}\right), \\
\frac{1}{k} \sum_{j=1}^{k} \frac{1}{1+\hat{\tau}_{k} Y_{j, k}}=\frac{1}{1+\hat{\xi}_{k}}+\frac{\hat{\delta}_{k}}{1+\hat{\xi}_{k}}\left\{\frac{1}{k} \sum_{j=1}^{k} b_{\eta}^{\prime}\left(\bar{H}_{\hat{\theta}_{k}}\left(Y_{j, k}\right)\right) \bar{H}_{\hat{\theta}_{k}}\left(Y_{j, k}\right)\right. \\
\\
\left.\quad-\frac{1}{k} \sum_{j=1}^{k} b_{\eta}^{\prime}\left(\bar{H}_{\hat{\theta}_{k}}\left(Y_{j, k}\right)\right) \bar{H}_{\hat{\theta}_{k}}\left(Y_{j, k}\right) \frac{1}{1+\hat{\tau}_{k} Y_{j, k}}\right\}
\end{array}\right.
$$

Under the extended model we now state the asymptotic distribution of the estimators $\left(\hat{\xi}_{k}^{E}, \hat{\tau}_{k}^{E}\right)$ and $\hat{\xi}_{k}^{E+}$. To this end let $Q$ denote the quantile function of $F$, and let $U(x)=$ $Q\left(1-x^{-1}\right)$ denote the corresponding tail quantile function. Model $(\mathcal{E})$ assumption can be rephrased in terms of $U$ :

$$
(\tilde{\mathcal{E}}): \frac{\frac{U(v x)-U(v)}{\sigma_{U(v)}}-h_{\xi}(x)}{\delta(U(v))} \rightarrow_{v \rightarrow \infty} x^{\xi} B_{\eta}(1 / x),
$$

where $h_{\xi}(x)=\left(x^{\xi}-1\right) / \xi$ and $\delta(U)$ regularly varying with index $\tilde{\rho}<0$. Moreover in the mathematical derivations one needs the extra condition that for every $\epsilon, \nu>0$, and $v, v x$ sufficiently large

$$
\left(\tilde{\mathcal{E}}_{2}\right):\left|\frac{\frac{U(v x)-U(v)}{\sigma_{U(v)}}-h_{\xi}(x)}{\delta(U(v))}-x^{\xi} B_{\eta}(1 / x)\right| \leq \epsilon x^{\xi}\left|B_{\eta}(1 / x)\right| \max \left\{x^{\nu}, x^{-\nu}\right\} .
$$

Similarly, $\left(\mathcal{E}^{+}\right)$is rewritten as

$$
\left(\tilde{\mathcal{E}}^{+}\right): \frac{\frac{U(v x)}{U(v)}-x^{\xi}}{\xi \delta(U(v)))} \rightarrow v \rightarrow \infty x^{\xi} B_{\eta}(1 / x) .
$$

The analogue of $\left(\tilde{\mathcal{E}}_{2}\right)$ in this specific case is given by

$$
\left(\tilde{\mathcal{E}}_{2}^{+}\right):\left|\frac{\frac{U(v x)}{U(v)}-x^{\xi}}{\xi \delta(U(v))}-x^{\xi} B_{\eta}(1 / x)\right| \leq \epsilon x^{\xi}\left|B_{\eta}(1 / x)\right| \max \left\{x^{\nu}, x^{-\nu}\right\},
$$

with $\delta(U)$ regularly varying with index $\rho<0$.
Finally, in the expression of the asymptotic variances we use

$$
E b_{\eta}^{2}=\int_{0}^{1} b_{\eta}^{2}(u) d u, E B_{\eta}=\int_{0}^{1} B_{\eta}(u) d u, E C_{\eta}=\int_{0}^{1} u^{\xi} B_{\eta}(u) d u
$$

The proof of the next theorem is outlined in the Appendix. It allows to construct confidence intervals for the estimators of $\xi$ obtained under the extended models.

Theorem 3.1. Let $k=k_{n}$ be a sequence such that $k, n \rightarrow \infty$ and $k / n \rightarrow 0$ such that $\sqrt{k} \delta(U(n / k)) \rightarrow \lambda \in \mathbb{R}$. Moreover assume that in (2.1) and (2.2), $B_{\eta}$ is substituted by a consistent estimator as $n \rightarrow \infty$. Then:
i. When $\xi>-1 / 2$ with $\left(\tilde{\mathcal{E}}_{2}\right)$

$$
\begin{gathered}
\left(\sqrt{k}\left(\hat{\xi}_{k}^{E}-\xi\right), \sqrt{k}\left(\frac{\hat{\tau}_{k}^{E}}{\tau}-1\right)\right) \rightarrow_{d} \mathcal{N}_{2}(\mathbf{0}, \Sigma) \\
\Sigma=\frac{\xi^{2}}{D}\left(\begin{array}{ll}
\frac{1}{(1+\xi)^{2}(1+2 \xi)}-\frac{\left(E C_{\eta}\right)^{2}}{E b_{\eta}^{2}} & \frac{1}{\xi(1+\xi)^{3}}-\frac{E B_{\eta} E C_{\eta}}{\xi(1+\xi) E b_{\eta}^{2}} \\
\frac{1}{\xi(1+\xi)^{3}}-\frac{E E \eta_{n} E C_{\eta}}{\xi(1+\xi) E b_{\eta}^{2}} & \frac{1}{\xi^{2}(1+\xi)^{2}}\left(1-\frac{\left(E B_{n}\right)^{2}}{E b_{\eta}^{2}}\right)
\end{array}\right),
\end{gathered}
$$

where

$$
D=\left(\frac{1}{(1+\xi)^{2}(1+2 \xi)}-\frac{\left(E C_{\eta}\right)^{2}}{E b_{\eta}^{2}}\right)\left(1-\frac{\left(E B_{\eta}\right)^{2}}{E b_{\eta}^{2}}\right)-\left(\frac{1}{(1+\xi)^{2}}-\frac{E B_{\eta} E C_{\eta}}{E b_{\eta}^{2}}\right)^{2}
$$

ii. When $\xi>0$ with $\left(\tilde{\mathcal{E}}_{2}^{+}\right)$

$$
\begin{aligned}
& \left(\sqrt{k}\left(\hat{\xi}_{k}^{E+}-\xi\right), \sqrt{k}\left(\hat{\delta}_{k}^{E+}-\delta_{k}\right)\right) \rightarrow_{d} \mathcal{N}_{2}\left(\mathbf{0}, \Sigma^{+}\right) \\
& \Sigma^{+}=\frac{1}{E b_{\eta}^{2}-\left(E B_{\eta}\right)^{2}}\left(\begin{array}{cc}
\xi^{2} E b_{\eta}^{2} & -\xi E B_{\eta} \\
-\xi E B_{\eta} & 1
\end{array}\right)
\end{aligned}
$$

Remark 3.1. The asymptotic variance of $\hat{\xi}_{k}^{E+}$ is larger than the asymptotic variance $\xi^{2}$ of the Hill estimator $\hat{\xi}_{k, n}^{H}$. Indeed,

$$
\begin{aligned}
\left(E B_{\eta}\right)^{2} & =\left(\int_{0}^{1} \log (1 / u) b_{\eta}(u) d u\right)^{2} \\
& =\left(\int_{0}^{1}(\log (1 / u)-1) b_{\eta}(u) d u\right)^{2} \\
& \leq\left(\int_{0}^{1}(\log (1 / u)-1)^{2} d u\right)\left(\int_{0}^{1} b_{\eta}^{2}(u) d u\right) \\
& =\left(E b_{\eta}^{2}\right)
\end{aligned}
$$

where the above inequality follows using the Cauchy-Schwarz inequality.
Similarly, one can show that

$$
\left(E C_{\eta}\right)^{2}=\xi^{-2}\left(\int_{0}^{1}\left(u^{\xi}-\frac{1}{1+\xi}\right) b_{\eta} d u\right)^{2} \leq \frac{1}{(1+2 \xi)(1+\xi)^{2}}\left(E b_{\eta}^{2}\right)
$$

The asymptotic variance of $\hat{\xi}_{k}^{E}$ equals

$$
\frac{(1+\xi)^{2}}{k} \frac{1-(1+\xi)^{2}(1+2 \xi)\left(E C_{\eta}\right)^{2} /\left(E b_{\eta}^{2}\right)}{1-\frac{(1+\xi)^{4}(1+2 \xi)}{\xi^{2}}\left(E b_{\eta}^{2}\right)^{-1}\left[\left(E C_{\eta}\right)^{2}-2 \frac{\left(E C_{\eta}\right)\left(E B_{\eta}\right)}{(1+\xi)^{2}}+\frac{\left(E B_{\eta}\right)^{2}}{(1+\xi)^{2}(1+2 \xi)}\right]}
$$

which can be shown to be larger than the asymptotic variance $(1+\xi)^{2} / k$ of the classical GPD maximum likelihood estimator. In the parametric case with $B_{\eta}(u)=\frac{u^{\xi}}{\tilde{\rho}}\left(\frac{u^{-\xi-\tilde{\rho}}-1}{\xi+\tilde{\rho}}-\frac{u^{-\xi}-1}{\xi}\right)$, one obtains $E B_{\eta}=(1+\xi)^{-1}(1-\tilde{\rho})^{-1}, E C_{\eta}=(1+\xi)^{-1}(1+2 \xi)^{-1}(\xi-\tilde{\rho}+1)^{-1}$ and $E b_{\eta}^{2}=$ $2(1+2 \xi)^{-1}(1-2 \tilde{\rho})^{-1}(\xi-\tilde{\rho}+1)^{-1}$. It then follows that the asymptotic variance of $\hat{\xi}_{k}^{E}$ equals $\frac{(1+\xi)^{2}}{k}\left(\frac{1-\tilde{\rho}}{\tilde{\rho}}\right)^{2}$.

In case $\xi>0$ with $B_{\eta}(u)=u^{-\rho}-1$, the asymptotic variance of $\hat{\xi}_{k}^{E+}$ is given by $\frac{\xi^{2}}{k}\left(\frac{1-\rho}{\rho}\right)^{2}$ as already found in Beirlant et al. (2009) [7].

Finally, an asymptotic representation of $\sqrt{k}\left(\hat{\delta}_{k}^{E}-\delta_{k}\right)$ can be found at the end of the proof of Theorem 3.1 in the Appendix.

In the case studies in the next section, asymptotic confidence intervals based on Theorem 3.1 can be added to the analysis.

Remark 3.2. Since in model $(\mathcal{E})$ the $B_{\eta}$ factor is multiplied by $\delta_{t}$, the asymptotic distribution of tail estimators based on $(\mathcal{E})$ will not depend on the asymptotic distribution of the estimator of $B_{\eta}$. As in Beirlant et al. (2009) [7] when using the EPD model in the Pareto-type setting, one can rely in the parametric approach on consistent estimators of the nuisance parameter $\eta$ using a larger proportion $k_{*}$ of the data. Alternatively, one can also consider different values of $\eta$ in the parametric approach, and of $\left(k_{*}, m\right)$ in the non-parametric setting, and search for values of this nuisance parameter which stabilizes the plots of the EVI estimates as a function of $k$ using the minimum variance principle for the estimates as a function of $k$. Clearly one loses the asymptotic unbiasedness in Theorem 3.1 if $B_{\eta}$ is not consistently estimated. For the moment no proof is available to show that the estimators of the parameters in the second order component $B_{\eta}$ through the minimum variance principle are consistent. Note that the estimator of $\tilde{\rho}$ presented in Fraga Alves et al. (2003) [15] has been shown to be consistent.

As becomes clear from the simulation results, in many instances the extreme value index estimators are not very sensitive to such a misspecification, especially in the non-parametric approach leading to $E \bar{p}$ and $E \bar{p}^{+}$, and the proposed estimators can still outperform the classical maximum likelihood estimators based on the first order approximations of the POT distributions.

## 4. SIMULATIONS AND CASE STUDIES

Simulation results and practical cases are proposed in a Shinyapp written in R:
https://phdshinygao.shinyapps.io/ExtendedModels/

Under Simulations one finds simulation results with sample sizes $n=200$ for different distributions from each max-domain of attraction. The bias and MSE for the different estimators are plotted as a function of the number of exceedances $k$. Using the notation from the preceding sections one has a choice to apply the technique with $\bar{H}_{\theta}$ equal to the GPD, respectively the simple Pareto distribution (only when $\xi>0$ ).

Sliders are provided for the following parameters:

- in case of GPD modelling: $\tilde{\rho}$ in $E p$, and $\left(k_{*}, m\right)$ in $E \bar{p}$ estimation,
- in case of Pareto modelling: $\rho$ in $E p^{+}$, and $\left(k_{*}, m\right)$ in $E \bar{p}^{+}$estimation.

Again one can indicate to choose these parameters so as to minimize the variance of $\hat{\xi}_{k}$ over $k=2, \ldots, n$. The value of $\xi$ in the parametric function $B_{\xi, \tilde{\rho}}$ in $E p$ is imputed with the classical GPD-ML estimator at the given value of $k$.

Also bias and RMSE plots of the corresponding tail probability estimates of $p=\mathbb{P}(X>c)$ are given, where $c$ is chosen so that these probabilities equal $p=0.005$ or $p=0.003$. Here the bias, respectively RMSE, are expressed as the average, respectively the average of squared values, of $\log (p / \hat{p})$.

One can also change the vertical scale of the plots, smooth the figures by taking moving averages of a certain number of estimates. Finally one can download the figures in pdf.

While on the above link, several other distributions are used and sliders are provided for the different parameters $\rho, \tilde{\rho}$, and $\left(k_{*}, m\right)$, we collect here the resulting figures for estimation of $\xi$ and estimating 0.003 tail probabilities, when using the minimum variance principle for all parameters, in case of the following subset of models:

- The $\operatorname{Burr}(\tau, \lambda)$ distribution with $\bar{F}(x)=\left(1+x^{\tau}\right)^{-\lambda}$ for $x>0$ with $\tau=1$ and $\lambda=2$, so that $\xi=\frac{1}{\tau \lambda}=\frac{1}{2}$ and $\rho=\tilde{\rho}=-\frac{1}{\lambda}=-\frac{1}{2}$.
- The Fréchet (2) distribution with $\bar{F}(x)=1-\exp \left(-x^{-2}\right)$ for $x>0$, so that $\xi=\frac{1}{2}$ and $\rho=\tilde{\rho}=-1$.
- The standard normal distribution with $\xi=0$ and $\tilde{\rho}=0$.
- The Exponential distribution with $\bar{F}(x)=e^{-\lambda x}$ for $x>0$, so that $\xi=0$ and $\tilde{\rho}=0$.
- The Reversed Burr distribution with $\bar{F}(x)=\left(1+(1-x)^{-\tau}\right)^{-\lambda}$ for $x<1$ with $\tau=5$ and $\lambda=1$, so that $\xi=-1 /(\tau \lambda)=-\frac{1}{5}$ with $\tilde{\rho}=-1 / \lambda=-1$.
- The extreme value Weibull distribution with $\bar{F}(x)=1-e^{-(1-x)^{\alpha}}$ for $x<1$ with $\alpha=4$, so that $\xi=-\frac{1}{4}$ with $\tilde{\rho}=-1$.

We also compare the bias and RMSE results for $\hat{\xi}_{k}^{E}$ with those of the ridge regression estimator presented in Buitendag et al. (2019) [8]. This regression method is constructed on the basis of a regression model of the type
where

$$
Y_{j}=\xi+b_{n, k}\left(\frac{j}{k+1}\right)^{-\tilde{\rho}}, j=1, \ldots, k
$$

$$
Y_{j}=(j+1)\left(\log \frac{X_{n-j, n} \hat{\xi}_{j, n}^{H}}{X_{n-j-1, n} \hat{\xi}_{j+1, n}^{H}}-\log \left(1+\frac{1}{j}\right)+\frac{1}{j}\right), j=1, \ldots, n-1
$$

In case $\xi>0$, the results for $\hat{\xi}_{k}^{E+}$ are also compared with the corrected Hill method presented in Caeiro et al. (2005) [9] and (2009) [10], also based on regression representations of top order statistics $X_{n-j+1, n}$, and which have been shown to have asymptotic bias 0 while keeping the same asymptotic variance $\xi^{2} / k$ as the Hill estimator $\hat{\xi}_{k, n}^{H}$ under a third-order slow variation model.

In general the minimum variance principle works well, though in some cases some improved results can be obtained by choosing specific values of the parameters $\rho, \tilde{\rho}$, and $\left(k_{*}, m\right)$. This is mainly the case for the Pareto-type models when using $E \bar{p}$, such as for the Fréchet distribution. Also, in case of tail probability estimation using $E p$ for cases with $\xi<0$ particular choices of the corresponding parameters lead to improvements over the minimum variance principle.

Overall the $E p$ approach yields the best results, both in estimation of $\xi$ and tail probabilities. The improvement over the classical GPD maximum likelihood approach is smaller for $E \bar{p}$, and in case of situations where the second order parameter $\tilde{\rho}$ equals 0 then $E \bar{p}$ basically equals the ML estimators. Note that when $\tilde{\rho}=0$ the conditions of the main theorem are not met, in which case the GPD and the bias reductions are known to exhibit a large bias. This is typically the case when $\xi=0$. This is also known to be the case using simple Pareto modelling when $\rho=0$.

The proposed methods compare well with the ridge regression method. One exception is the Fréchet distribution (see Figure 3) in which the ridge regression method offers exceptionally good results.

In case of simple Pareto modelling for $\xi>0$ cases (see Figures 2 and 4) the $E p^{+}$and $E \bar{p}^{+}$approaches yield serious improvements over the Hill estimator, with small bias for $E p^{+}$ and $E \bar{p}^{+}$, while the parametric approach $E p^{+}$naturally exhibits the best RMSE. The results obtained with proposed methods are comparable with the CH estimator (see Figures 2 and 4).

Under Applications the app also offers the analysis of some case studies, some of which are discussed here in more detail. We use Belgian car insurance claim ultimates of a Belgian car insurance portfolio discussed in Albrecher et al. (2017) [1], and lifetime data discussed in Einmahl et al. (2019) [13]. We then present estimates of $\xi, \sigma$ and tail probabilities $\mathbb{P}\left(X>x_{n, n}\right)$ with $x_{n, n}$ denoting the largest observation, so that the estimated probability is supposed to be close to $1 / n$. An option is provided in the Shinyapp to construct asymptotic confidence intervals for $\xi$ for the $E p$ and $E p^{+}$based estimates of $\xi$, on the basis of Theorem 3.1.


Figure 1: Burr distribution with $\xi=0.5$ and $\rho=-0.5$. Estimation of $\xi$ (top) and tail probability (bottom) using minimum variance principle, bias (left), RMSE (right): GPD-ML (full line), $E p$ (dash-dotted), $E \bar{p}$ (dashed) and ridge regression estimator (dotted).


Figure 2: Burr distribution with $\xi=0.5$ and $\rho=-0.5$. Estimation of $\xi$ (top) and tail probability (bottom) using minimum variance principle, bias (left), RMSE (right): Pareto-ML (full line), $E p^{+}$(dash-dotted), $E \bar{p}^{+}$(dashed) and corrected Hill estimator (dotted).


Figure 3: Fréchet distribution with $\xi=0.5$. Estimation of $\xi$ (top) and tail probability (bottom), bias (left), RMSE (right): GPD-ML (full line), $E p$ with $\rho=-2$ (dash-dotted), $E \bar{p}$ with $\left(k_{*}, m\right)=(190,150)$ (dashed), and ridge regression estimator (dotted).


Figure 4: Fréchet distribution with $\xi=0.5$. Estimation of $\xi$ (top) and tail probability (bottom) using minimum variance principle, bias (left), RMSE (right): Pareto-ML (full line), $E p^{+}$(dash-dotted), $E \bar{p}^{+}$(dashed) and corrected Hill estimator (dotted).


Figure 5: Standard normal distribution $(\xi=0$ and $\tilde{\rho}=0)$. Estimation of $\xi$ (top) and tail probability (bottom) using minimum variance principle, bias (left), RMSE (right): GPD-ML (full line), $E p$ (dash-dotted), $E \bar{p}$ (dashed) and ridge regression estimator (dotted).


Figure 6: The exponential distribution $(\xi=0$ and $\tilde{\rho}=0)$. Estimation of $\xi$ (top) and tail probability (bottom) using minimum variance principle, bias (left), RMSE (right): GPD-ML (full line), $E p$ (dash-dotted), $E \bar{p}$ (dashed) and ridge regression estimator (dotted).


Figure 7: Reversed Burr distribution $(\xi=-0.2$ and $\tilde{\rho}=-1)$. Estimation of $\xi$ (top) and tail probability (bottom) using minimum variance principle, bias (left), RMSE (right): GPD-ML (full line), $E p$ (dash-dotted), $E \bar{p}$ (dashed) and ridge regression estimator (dotted).


Figure 8: Extreme value Weibull distribution $(\xi=-0.25$ and $\tilde{\rho}=-1)$. Estimation of $\xi$ (top) and tail probability (bottom) using minimum variance principle, bias (left), RMSE (right): GPD-ML (full line), $E p$ (dash-dotted), $E \bar{p}$ (dashed) and ridge regression estimator (dotted).


Figure 9: Ultimates of Belgian car insurance claims: estimation of $\xi$ with asymptotic confidence intervals (left), tail probability estimation at maximum observation (right), Paretobased analysis (top) and GPD-based analysis (bottom): classical ML estimation (full line with dotted confidence intervals), $E p$ (dashed with shaded confidence intervals) and $E \bar{p}$ (dash-dotted). CH (top left) and ridge regression (bottom left) estimators are indicated by dotted lines.


Figure 10: Lifetime data from the Netherlands, female persons who died in 1986. Left: estimation of $\xi$ with asymptotic confidence intervals for classical ML estimation (full line with dotted confidence intervals), $E p$ (dashed with shaded confidence intervals, $\tilde{\rho}=-0.5)$ and ridge regression (dotted). Right: tail probability estimation at maximum observation for classical ML estimation (full line) and $E p$ (dashed).

In actuarial statistics, Pareto-type modelling is customary in case of car insurance claim modelling. So here we provide both the plots of $\hat{\xi}_{k, n}^{H}, E p^{+}, E \bar{p}^{+}$and the CH estimator (see top left in Figure 9), as well as the GPD-ML, $E p, E \bar{p}$ and ridge regression estimator (bottom left in Figure 9), and the corresponding tail probability estimates at the right hand side. Under the Pareto approach, confining oneselves to $\xi>0$, the level 0.4 clearly appears for the EVI both using $E p^{+}$and $E \bar{p}^{+}$when using the minimum variance principle. The CH estimator also shows a stable area around the value 0.5 . The tail probability estimates of $\mathbb{P}\left(X>x_{n, n}\right)$ are close to $1 / n$ for almost all $k$ values while the plot of the classical estimates is difficult to interpret.

With GPD based modelling two EVI levels are visible, around 0.2 and 0.4 , of which the lower level is more clearly indicated when using $E \bar{p}$ with $k_{*}=427$ and $m=25$ as shown in Figure 9, bottom left. The ridge estimator is stable at the value 0.4 . The corresponding tail probability estimates based on $E \bar{p}$ are also stable at the value $1 / n$ for a long $k$ range.

In Einmahl et al. (2019) [13] the life spans are studied for Dutch males and females reaching age 92 years and higher, considering their age at death. For every year, from 1986 till 2015 , the life spans of this subgroup were analyzed. The authors decided to use $k=1500$ for every year when using the classical GPD-ML estimators, and found an EVI estimate $\hat{\xi}$ between -0.1 and -0.15 for females, while for males a value around -0.15 is common over the whole period. Here we restrict ourselves to the female data from 1986. The results of $E p$ with asymptotic confidence intervals as discussed in Remark 3.1 with $\tilde{\rho}=-0.5$ are shown in Figure 10 (left). While the classical GPD-ML estimates decrease with increasing $k$ from 1 to 1500 , the $E p$ estimates show a more stable plot at a negative $\xi$ value which is rather between -0.05 and -0.1 . The ridge regression method shows a similar value for $k \leq 500$. The corresponding tail probability estimates for a larger $k$ indicate a value closer to the tail probability estimate $1 / n$ based on the empirical distribution function, in contrast to the classical GPD approach.

## 5. CONCLUSIONS

In this contribution we have constructed bias reduced estimators of tail parameters extending the classical POT method. The bias can be modelled parametrically (for instance based on second order regular variation theory), or non-parametrically using Bernstein polynomial approximations. A basic asymptotic limit theorem is provided for the estimators of the extreme value parameters which allows to compute asymptotic confidence intervals. A shinyapp has been constructed with which the characteristics and the effectiveness of the proposed methods are illustrated through simulations and practical case studies. From this it follows that within the proposed methods it is always possible to improve upon the classical POT method both in bias and RMSE. This approach can also be used as a data analytic tool to enhance an extreme value analysis.

## A. APPENDIX

In this section we provide details concerning the proof of Theorem 3.1.

Asymptotic distribution of $\hat{\xi}_{k}^{E+}$.
From (3.1) we obtain up to linear terms in $\delta_{k}$ that (denoting $\hat{\xi}_{k}$ for $\hat{\xi}_{k}^{E+}$ )

$$
\left\{\begin{array}{l}
\hat{\delta}_{k}=\frac{\sum_{j=1}^{k} b_{\eta}\left(Y_{j, k}^{-1 / \hat{\xi}_{k}}\right)}{\sum_{j=1}^{k} b_{\eta}^{2}\left(Y_{j, k}^{-1 / \hat{\xi}_{k}}\right)} \\
\hat{\xi}_{k}=\hat{\xi}_{k, n}^{H}+\hat{\delta}_{k} B_{k}^{(1)}
\end{array}\right.
$$

with $B_{k}^{(1)}=\frac{1}{k} \sum_{j=1}^{k} b_{\eta}^{\prime}\left(Y_{j, k}^{-1 / \hat{\xi}_{k}}\right) Y_{j, k}^{-1 / \hat{\xi}_{k}} \log Y_{j, k}$. As $k, n \rightarrow \infty$ and $k / n \rightarrow 0$ we have $B_{k}^{(1)} \rightarrow_{p}$ $-\xi \int_{0}^{1} b_{\eta}^{\prime}(u) u \log u d u=-\xi E B_{\eta}$.

Using a Taylor expansion on the numerator of the right hand side of the first equation leads to

$$
\frac{1}{k} \sum_{j=1}^{k} b_{\eta}\left(Y_{j, k}^{-1 / \hat{\xi}_{k}}\right)=\frac{1}{k} \sum_{j=1}^{k} b_{\eta}\left(Y_{j, k}^{-1 / \xi}\right)-\left(\hat{\xi}_{k}-\xi\right) \xi^{-1}\left(E B_{\eta}\right)\left(1+o_{p}(1)\right)
$$

so that, with $\frac{1}{k} \sum_{j=1}^{k} b_{\eta}^{2}\left(Y_{j, k}^{-1 / \hat{\xi}_{k}}\right) \rightarrow{ }_{p} E b_{\eta}^{2}$, up to lower order terms

$$
\hat{\delta}_{k}=\frac{1}{E b_{\eta}^{2}} \frac{1}{k} \sum_{j=1}^{k} b_{\eta}\left(Y_{j, k}^{-1 / \xi}\right)-\left(\hat{\xi}_{k}-\xi\right) \xi^{-1} \frac{E B_{\eta}}{E b_{\eta}^{2}}\left(1+o_{p}(1)\right)
$$

Hence, inserting this expansion into $\hat{\xi}_{k}=\hat{\xi}_{k, n}^{H}+\hat{\delta}_{k} B_{k}^{(1)}$, finally leads to

$$
\begin{aligned}
\sqrt{k}\left(\hat{\xi}_{k}-\xi\right)\left(1+o_{p}(1)\right)= & \frac{E b_{\eta}^{2}}{E b_{\eta}^{2}-\left(E B_{\eta}\right)^{2}} \sqrt{k}\left(\hat{\xi}_{k, n}^{H}-\xi\right) \\
& -\frac{\xi E B_{\eta}}{E b_{\eta}^{2}-\left(E B_{\eta}\right)^{2}} \sqrt{k}\left(\frac{1}{k} \sum_{j=1}^{k} b_{\eta}\left(Y_{j, k}^{-1 / \xi}\right)\right) \\
= & \frac{E b_{\eta}^{2}}{E b_{\eta}^{2}-\left(E B_{\eta}\right)^{2}} \sqrt{k}\left(\hat{\xi}_{k, n}^{H}-\xi-\xi \delta_{k} E B_{\eta}\right) \\
& -\frac{\xi E B_{\eta}}{E b_{\eta}^{2}-\left(E B_{\eta}\right)^{2}} \sqrt{k}\left(\frac{1}{k} \sum_{j=1}^{k} b_{\eta}\left(Y_{j, k}^{-1 / \xi}\right)-\delta_{k} E b_{\eta}^{2}\right)
\end{aligned}
$$

with $\delta_{k}=\delta(U(n / k))$. We now show that this final expression is a linear combination of two zero centered statistics (up to the required accuracy) which is asymptotically normal with the stated asymptotic variance. To this end let $Z_{n-k, n} \leq Z_{n-k+1, n} \leq \ldots \leq Z_{n, n}$ denote the top $k+1$ order statistics of a sample of size $n$ from the standard Pareto distribution with
distribution function $z \mapsto z^{-1}, z>1$. Then from $\left(\tilde{\mathcal{E}}_{2}^{+}\right)$

$$
\begin{aligned}
& \hat{\xi}_{k, n}^{H}=\frac{1}{k} \sum_{j=1}^{k}\left(\log U\left(Z_{n-j+1, n}\right)-\right.\left.\log U\left(Z_{n-k, n}\right)\right) \\
&=\frac{1}{k} \sum_{j=1}^{k} \log \left\{\left(\frac{Z_{n-j+1, n}}{Z_{n-k, n}}\right)^{\xi}[1\right.+\xi \delta\left(U\left(Z_{n-k, n}\right)\right) B_{\eta}\left(\frac{Z_{n-k, n}}{Z_{n-j+1, n}}\right) \\
&\left.\left.\quad+o_{p}(1)\left|\delta\left(U\left(Z_{n-k, n}\right)\right)\right|\left|B_{\eta}\left(\frac{Z_{n-k, n}}{Z_{n-j+1, n}}\right)\right|\left(\frac{Z_{n-j+1, n}}{Z_{n-k, n}}\right)^{\epsilon}\right]\right\} \\
&=\xi \frac{1}{k} \sum_{j=1}^{k} \log \frac{Z_{n-j+1, n}}{Z_{n-k, n}}+\xi \delta\left(U\left(Z_{n-k, n}\right)\right) \frac{1}{k} \sum_{j=1}^{k} B_{\eta}\left(\frac{Z_{n-k, n}}{Z_{n-j+1, n}}\right) \\
&+o_{p}(1)\left|\delta\left(U\left(Z_{n-k, n}\right)\right)\right| \frac{1}{k} \sum_{j=1}^{k}\left|B_{\eta}\left(\frac{Z_{n-k, n}}{Z_{n-j+1, n}}\right)\right|\left(\frac{Z_{n-j+1, n}}{Z_{n-k, n}}\right)^{\epsilon} .
\end{aligned}
$$

Now $\log Z_{n-j+1, n}-\log Z_{n-k, n}={ }_{d} E_{k-j+1, k}$, the $(k-j+1)$-th smallest value from a standard exponential sample $E_{1}, \ldots, E_{k}$ of size $k$, so that $\frac{1}{k} \sum_{j=1}^{k} \log \frac{Z_{n-j+1, n}}{Z_{n-k, n}}={ }_{d} \frac{1}{k} \sum_{j=1}^{k} E_{j}$ and $\frac{1}{k} \sum_{j=1}^{k} B_{\eta}\left(\frac{Z_{n-k, n}}{Z_{n-j+1, n}}\right)={ }_{d} \frac{1}{k} \sum_{j=1}^{k} B_{\eta}\left(e^{-E_{j}}\right)={ }_{d} \frac{1}{k} \sum_{j=1}^{k} B_{\eta}\left(U_{j}\right)$ where $U_{1}, \ldots, U_{k}$ is a uniform $(0,1)$ sample. Hence, since $\delta\left(U\left(Z_{n-k, n}\right)\right) / \delta(U(n / k)) \rightarrow_{p} 1$ and $\frac{1}{k} \sum_{j=1}^{k} B_{\eta}\left(U_{j}\right) \rightarrow_{p} E B_{\eta}$, we have that $\hat{\xi}_{k, n}^{H}-\xi-\xi \delta_{k} E B_{\eta}$ is asymptotically equivalent to $\frac{1}{k} \sum_{j=1}^{k} \xi\left(E_{j}-1\right)$ as $\sqrt{k} \delta_{k} \rightarrow \lambda$. Similarly

$$
\left.\begin{array}{rl}
\frac{1}{k} \sum_{j=1}^{k} b_{\eta}\left(Y_{j, k}^{-1 / \xi}\right)= & \frac{1}{k} \sum_{j=1}^{k} b_{\eta}(
\end{array} \quad\left[\frac{U\left(\frac{Z_{n-j+1, n}}{Z_{n-k n}} Z_{n-k, n}\right)}{U\left(Z_{n-k, n}\right)}\right]^{-1 / \xi}\right) .
$$

Since $\delta\left(U\left(Z_{n-k, n}\right)\right) / \delta_{k} \rightarrow_{p} 1$ and $\frac{1}{k} \sum_{j=1}^{k} b_{\eta}^{\prime}\left(\frac{Z_{n-k, n}}{Z_{n-j+1, n}}\right) B_{\eta}\left(\frac{Z_{n-k, n}}{Z_{n-j+1, n}}\right)\left(\frac{Z_{n-k, n}}{Z_{n-j+1, n}}\right) \rightarrow_{p}-E b_{\eta}^{2}$ it follows that $\frac{1}{k} \sum_{j=1}^{k} b_{\eta}\left(Y_{j, k}^{-1 / \xi}\right)-\delta_{k} E b_{\eta}^{2}$ is asymptotically equivalent to $\frac{1}{k} \sum_{j=1}^{k} b_{\eta}\left(e^{-E_{j}}\right)={ }_{d}$ $\frac{1}{k} \sum_{j=1}^{k} b_{\eta}\left(U_{j}\right)$ as $\sqrt{k} \delta_{k} \rightarrow \lambda$, which is centered at 0 since $E\left(b_{\eta}(U)\right)=0$. The results incorporating $\hat{\delta}_{k}^{E+}$ follow similarly.

Asymptotic distribution of $\hat{\xi}_{k}^{E}$.
This derivation follows similar lines starting from (3.2):

$$
\left\{\begin{array}{l}
\frac{1}{k} \sum_{j=1}^{k} b_{\eta}^{\prime}\left(\bar{H}_{\hat{\theta}_{k}}\left(Y_{j, k}\right)\right) \bar{H}_{\hat{\theta}_{k}}\left(Y_{j, k}\right) \log \left(1+\hat{\tau}_{k} Y_{j, k}\right) \rightarrow_{p}-\xi E B_{\eta}, \\
\frac{1}{k} \sum_{j=1}^{k} b_{\eta}^{2}\left(\bar{H}_{\hat{\theta}_{k}}\left(Y_{j, k}\right)\right) \rightarrow_{p} E b_{\eta}^{2}, \\
\frac{1}{k} \sum_{j=1}^{k} b_{\eta}^{\prime}\left(\bar{H}_{\hat{\theta}_{k}}\left(Y_{j, k}\right)\right) \bar{H}_{\hat{\theta}_{k}}\left(Y_{j, k}\right) \rightarrow_{p} b_{\eta}(1), \\
\frac{1}{k} \sum_{j=1}^{k} b_{\eta}^{\prime}\left(\bar{H}_{\hat{\theta}_{k}}\left(Y_{j, k}\right)\right) \bar{H}_{\hat{\theta}_{k}}\left(Y_{j, k}\right) \frac{1}{1+\hat{\tau}_{k} Y_{j, k}} \rightarrow_{p} \xi(1+\xi) E C_{\eta}+b_{\eta}(1),
\end{array}\right.
$$

as $k, n \rightarrow \infty$ and $k / n \rightarrow \infty$, so that the system of equations is asymptotically equivalent to

$$
\left\{\begin{array}{l}
\hat{\delta}_{k}=\frac{\frac{1}{k} \sum_{j=1}^{k} b_{\eta}\left(\bar{H}_{\hat{\theta}_{k}}\left(Y_{j, k}\right)\right)}{E b_{\eta}^{2}} \\
\frac{1}{k} \sum_{j=1}^{k} \log \left(1+\hat{\tau}_{k} Y_{j, k}\right)=\hat{\xi}_{k}+\hat{\xi}_{k} \hat{\delta}_{k} E B_{\eta} \\
\frac{1}{k} \sum_{j=1}^{k} \frac{1}{1+\hat{\tau}_{k} Y_{j, k}}=\frac{1}{1+\hat{\xi}_{k}}-\hat{\xi}_{k} \hat{\delta}_{k} E C_{\eta}
\end{array}\right.
$$

Using a Taylor expansion on the numerator of the right hand side of the first equation leads to

$$
\hat{\delta}_{k} E b_{\eta}^{2}=\frac{1}{k} \sum_{j=1}^{k} b_{\eta}\left(\bar{H}_{\theta}\left(Y_{j, k}\right)\right)-\frac{E B_{\eta}}{\xi}\left(\hat{\xi}_{k}-\xi\right)+(1+\xi) E C_{\eta}\left(\frac{\hat{\tau}_{k}}{\tau}-1\right) .
$$

Imputing this in the second and third equation in $\xi$ and $\tau$, and expanding these equations linearly around the correct values $(\xi, \tau)$, while using, as $k, n \rightarrow \infty$ and $k / n \rightarrow 0$

$$
\frac{1}{k} \sum_{j=1}^{k} \frac{\tau Y_{j, k}}{1+\tau Y_{j, k}} \rightarrow_{p} \frac{\xi}{1+\xi} \text { and } \frac{1}{k} \sum_{j=1}^{k} \frac{\tau Y_{j, k}}{\left(1+\tau Y_{j, k}\right)^{2}} \rightarrow_{p} \frac{\xi}{(1+\xi)(1+2 \xi)}
$$

leads to the linearized equations

$$
\left\{\begin{align*}
&\left(\hat{\xi}_{k}-\xi\right)(-1\left.+\frac{\left(E B_{\eta}\right)^{2}}{E b_{\eta}^{2}}\right)+\left(\frac{\hat{\tau}_{k}}{\tau}-1\right)\left(\frac{\xi}{1+\xi}-\xi(1+\xi) \frac{E B_{\eta} E C_{\eta}}{E b_{\eta}^{2}}\right) \\
&=-\left(\frac{1}{k} \sum_{j=1}^{k} \log \left(1+\tau Y_{j, k}\right)-\xi\right)+\frac{\xi E B_{\eta}}{E b_{\eta}^{2}} \frac{1}{k} \sum_{j=1}^{k} b_{\eta}\left(\bar{H}_{\theta}\left(Y_{j, k}\right)\right), \\
&\left(\hat{\xi}_{k}-\xi\right)\left(\frac{1}{(1+\xi)^{2}}-\frac{E B_{\eta} E C_{\eta}}{E b_{\eta}^{2}}\right)+\left(\frac{\hat{\tau}_{k}}{\tau}-1\right)\left(-\frac{\xi}{(1+\xi)(1+2 \xi)}+\xi(1+\xi) \frac{\left(E C_{\eta}\right)^{2}}{E b_{\eta}^{2}}\right)  \tag{A.1}\\
&=-\left(\frac{1}{k} \sum_{j=1}^{k} \frac{1}{1+\tau Y_{j, k}}-\frac{1}{1+\xi}\right)-\frac{\xi E C_{\eta}}{E b_{\eta}^{2}} \frac{1}{k} \sum_{j=1}^{k} b_{\eta}\left(\bar{H}_{\theta}\left(Y_{j, k}\right)\right) .
\end{align*}\right.
$$

Using similar derivations as in the case $\hat{\xi}_{k}^{E+}$, it follows that the right hand sides in (A.1) can be rewritten as a linear combination of two zero centered statistics from which the asymptotic normality of $\left(\sqrt{k}\left(\hat{\xi}_{k}^{E}-\xi\right), \sqrt{k}\left(\frac{\hat{\tau}_{k}^{E}}{\tau}-1\right)\right)$ can be obtained, as stated in Theorem 3.1:

$$
\left\{\begin{aligned}
\left(\hat{\xi}_{k}-\xi\right) & \left(-1+\frac{\left(E B_{\eta}\right)^{2}}{E b_{\eta}^{2}}\right)+\left(\frac{\hat{\tau}_{k}}{\tau}-1\right)\left(\frac{\xi}{1+\xi}-\xi(1+\xi) \frac{E B_{\eta} E C_{\eta}}{E b_{\eta}^{2}}\right) \\
= & -\left(\frac{1}{k} \sum_{j=1}^{k} \log \left(1+\tau Y_{j, k}\right)-\xi-\xi \delta_{k} E B_{\eta}\right)+\frac{\xi E B_{\eta}}{E b_{\eta}^{2}}\left(\frac{1}{k} \sum_{j=1}^{k} b_{\eta}\left(\bar{H}_{\theta}\left(Y_{j, k}\right)\right)-\delta_{k} E b_{\eta}^{2}\right) \\
\left(\hat{\xi}_{k}-\xi\right) & \left(\frac{1}{(1+\xi)^{2}}-\frac{E B_{\eta} E C_{\eta}}{E b_{\eta}^{2}}\right)+\left(\frac{\hat{\tau}_{k}}{\tau}-1\right)\left(-\frac{\xi}{(1+\xi)(1+2 \xi)}+\xi(1+\xi) \frac{\left(E C_{\eta}\right)^{2}}{E b_{\eta}^{2}}\right) \\
& =-\left(\frac{1}{k} \sum_{j=1}^{k} \frac{1}{1+\tau Y_{j, k}}-\frac{1}{1+\xi}+\xi \delta_{k} E C_{\eta}\right)-\frac{\xi E C_{\eta}}{E b_{\eta}^{2}}\left(\frac{1}{k} \sum_{j=1}^{k} b_{\eta}\left(\bar{H}_{\theta}\left(Y_{j, k}\right)\right)-\delta_{k} E b_{\eta}^{2}\right)
\end{aligned}\right.
$$

We hence obtain the following asymptotic representation

$$
\left(\hat{\xi}_{k}^{E}-\xi, \frac{\hat{\tau}_{k}^{E}}{\tau}-1\right)^{\top}=W^{-1}\left(\begin{array}{ccc}
-1 & 0 & \xi \frac{E B_{\eta}}{E b_{\eta}^{2}} \\
0 & -1 & -\xi \frac{E C_{\eta}}{E b_{\eta}^{2}}
\end{array}\right)\left(U_{k}^{(1)}, U_{k}^{(2)}, U_{k}^{(3)}\right)^{\top}
$$

where

$$
W=\left(\begin{array}{cc}
-1+\frac{\left(E B_{\eta}\right)^{2}}{E b_{\eta}^{2}} & \frac{\xi}{1+\xi}-\xi(1+\xi) \frac{E B_{\eta} E C_{\eta}}{E b_{\eta}^{2}} \\
\frac{1}{(1+\xi)^{2}}-\frac{E B_{\eta} E C_{\eta}}{E b_{\eta}^{2}} & -\frac{\xi}{(1+\xi)(1+2 \xi)}+\xi(1+\xi) \frac{\left(E C_{\eta}\right)^{2}}{E b_{\eta}^{2}}
\end{array}\right)
$$

and

$$
\sqrt{k}\left(U_{k}^{(1)}, U_{k}^{(2)}, U_{k}^{(3)}\right)^{\top}:=\left(\begin{array}{l}
\frac{1}{k} \sum_{j=1}^{k} \log \left(1+\tau Y_{j, k}\right)-\xi-\xi \delta_{k} E B_{\eta} \\
\frac{1}{k} \sum_{j=1}^{k} \frac{1}{1+\tau Y_{j, k}}-\frac{1}{1+\xi}+\xi \delta_{k} E C_{\eta} \\
\frac{1}{k} \sum_{j=1}^{k} b_{\eta}\left(\bar{H}_{\theta}\left(Y_{j, k}\right)\right)-\delta_{k} E b_{\eta}^{2}
\end{array}\right)
$$

is asymptotically normal with variance-covariance matrix

$$
\Sigma_{U}=\left(\begin{array}{ccc}
\xi^{2} & -\xi^{2}(1+\xi)^{-2} & \xi E B_{\eta} \\
-\xi^{2}(1+\xi)^{-2} & \xi^{2}(1+\xi)^{-2}(1+2 \xi)^{-1} & -\xi E C_{\eta} \\
\xi E B_{\eta} & -\xi E C_{\eta} & E b_{\eta}^{2}
\end{array}\right)
$$

Concerning $\hat{\delta}_{k}^{E}$ we find the following representation:
$\left(E b_{\eta}^{2}\right) \sqrt{k}\left(\hat{\delta}_{k}^{E}-\delta_{k}\right)=\left(\left(\begin{array}{lll}0 & 0 & 1\end{array}\right)+\left(-E B_{\eta} / \xi(1+\xi) E C_{\eta}\right) W^{-1}\left(\begin{array}{ccc}-1 & 0 & \xi \frac{E B_{\eta}}{E b_{\eta}^{2}} \\ 0 & -1 & -\xi \frac{E C_{\eta}}{E b_{\eta}^{2}}\end{array}\right)\right)\left(\begin{array}{c}U_{k}^{(1)} \\ U_{k}^{(2)} \\ U_{k}^{(3)}\end{array}\right)$.
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## Abstract:

- In this note, the right truncated Weibull distribution is derived as the distribution of the minimum of a random number of independent and identically distributed random variables. Specifically, the independent random variables have a common power function distribution and the random number has a zero-truncated Poisson distribution.
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## 1. INTRODUCTION

The Weibull distribution is one of the most popular probability models, both from a theoretical and practical viewpoint, and it has been successfully used to model lifetime and failure data in a wide variety of areas. Prabhakar et al. [11] and Rinne [13] are two excellent monograph books that review the history, theory and applications of the Weibull distribution.

To be more precise, let $X$ be a random variable having a two-parameter Weibull distribution, that is, its cumulative distribution function (cdf) is given by

$$
\begin{equation*}
F_{X}(x ; \alpha, \beta)=1-\exp \left(-\alpha x^{\beta}\right), \quad x>0 \tag{1.1}
\end{equation*}
$$

where $\alpha>0$ and $\beta>0$ are the scale and shape parameters, respectively. Note that the domain of the Weibull model is the positive real line. However, there are many real situations in which the data take values in a bounded interval and then a truncated distribution may be preferred. In this note, the attention will be focussed on the Weibull distribution truncated to the interval $(0, c), c>0$, which is commonly referred to as the right -or upper- truncated Weibull (RTW) distribution. The cdf of a random variable $Y$ having a RTW distribution on $(0, c)$ is easily deduced from (1.1), namely,

$$
\begin{align*}
F_{Y}(y ; \alpha, \beta, c) & =P(X \leq y \mid X \leq c)=\frac{F_{X}(y ; \alpha, \beta)-F_{X}(0 ; \alpha, \beta)}{F_{X}(c ; \alpha, \beta)-F_{X}(0 ; \alpha, \beta)} \\
& =\frac{1-\exp \left(-\alpha y^{\beta}\right)}{1-\exp \left(-\alpha c^{\beta}\right)}, \quad 0<y<c \tag{1.2}
\end{align*}
$$

where $\alpha>0$ and $\beta>0$. Statistical properties concerning the RTW model can be found in Martínez and Quintana [7], McEwen and Parresol [8], Rao [12], Wingo [16] and Zhang and Xie [18], among others.

On the other hand, let $Z$ be a random variable having a power function (PF) distribution on the interval $(0, c)$, that is, its cdf is given by

$$
F_{Z}(z ; \beta, c)=\left(\frac{z}{c}\right)^{\beta}, \quad 0<z<c
$$

where $\beta>0$ is a shape parameter. Recall that the PF distribution is obtained by inverting the Pareto distribution. Statistical properties of the PF distribution can be found in Forbes et al. [3, Chapter 36] and Johnson et al. [6, Chapter 20]. A detailed review of research concerning the PF law is given in Tahir et al. [15]. Practical applications in different areas can also be found in Ferreira and Andrade [2] (queuing theory), Meniconi and Barry [9] (electrical component reliability) and Wu et al. [17] (economics and finance), among others.

There exists a well-known relationship between the non-truncated Weibull distribution and the PF distribution. If a random variable $Z$ follows a PF distribution on $(0,1)$ with shape parameter $\alpha>0$, then the random variable $(-\log Z)^{1 / \beta}$ has a Weibull distribution with cdf (1.1). The aim of this note is to present a non-trivial connection between the distributions RTW and PF. In the next section, it is shown that the RTW model can be derived as the distribution of the minimum of a positive random number $N$ of independent and identically distributed (iid) random variables having a common PF distribution. Specifically, the random number $N$ follows a zero-truncated Poisson distribution.

Before going further, it is interesting to point out that families of distributions derived as the minimum of a positive random number $N$ of iid random variables are common in statistical applications. For example, this stochastic representation arises in reliability analysis of series systems, in which the failure of the system is due to the presence of an unknown number of independent components of the same kind and it is assumed that the system fails if at least one component fails. Some of those families of distributions are listed in Nadarajah et al. [10] and some applications can be found in Silva et al. [14]. In addition, Bobotas and Koutras [1] have also studied the special case where $N$ is a non-negative random number with $P(N=0)>0$.

## 2. MAIN RESULT

Let $N$ be a random variable having a zero-truncated Poisson distribution with parameter $\lambda>0$. The probability mass function of $N$ is given by

$$
\begin{equation*}
P(N=n)=\frac{\lambda^{n} \exp (-\lambda)}{(1-\exp (-\lambda)) n!}, \quad n=1,2, \ldots \tag{2.1}
\end{equation*}
$$

The following result provides a relationship between the RTW and the minimum of iid PF distributions. The zero-truncated Poisson distribution plays a crucial role.

Proposition 2.1. For any $c>0$, let $Z_{1}, \ldots, Z_{N}$ be iid random variables having a $P F$ distribution on the interval $(0, c)$ with shape parameter $\beta>0$. For any $\alpha>0$, let $N$ be a random variable having a zero-truncated Poisson distribution with parameter $\lambda=\alpha c^{\beta}$. Then, the random variable $T=\min \left\{Z_{1}, \ldots, Z_{N}\right\}$ has a $R T W$ distribution on the interval $(0, c)$.

Proof: For any $n=1,2, \ldots, c>0$ and $\beta>0$, the conditional cdf of the random variable $T \mid N=n$ is given by

$$
F_{T \mid N=n}(t ; \beta, c)=1-\prod_{i=1}^{n}\left(1-F_{Z_{i}}(t ; \beta, c)\right)=1-\left(1-\left(\frac{t}{c}\right)^{\beta}\right)^{n}, \quad 0<t<c .
$$

From the above equation together with (2.1), for any $\alpha>0$ the marginal cdf of $T$ is obtained as follows:

$$
\begin{aligned}
F_{T}(t ; \alpha, \beta, c) & =\sum_{n=1}^{\infty} P(T \leq t, N=n)=\sum_{n=1}^{\infty} F_{T \mid N=n}(t ; \beta, c) P(N=n) \\
& =\sum_{n=1}^{\infty}\left[1-\left(1-\left(\frac{t}{c}\right)^{\beta}\right)^{n}\right] \frac{\left(\alpha c^{\beta}\right)^{n} \exp \left(-\alpha c^{\beta}\right)}{\left(1-\exp \left(-\alpha c^{\beta}\right)\right) n!} \\
& =\frac{1-\exp \left(-\alpha t^{\beta}\right)}{1-\exp \left(-\alpha c^{\beta}\right)}, \quad 0<t<c,
\end{aligned}
$$

which taking into account (1.2) implies the desired result.

To conclude, it is interesting to note that by taking the minimum of a random number $N$ of iid PF random variables on the unit interval ( 0,1 ), Jodrá [4] and Jodrá and JiménezGamero [5] have introduced two new probability distributions depending on if $N$ follows a shifted Poisson distribution or a zero-truncated geometric distribution, respectively. Surprisingly, the well-studied RTW distribution is obtained if the random number $N$ has a zero-truncated Poisson distribution.
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#### Abstract

: - The weighted kappa coefficient of a binary diagnostic test is a measure of the beyond-chance agreement between the diagnostic test and the gold standard, and depends on the sensitivity and specificity of the diagnostic test, on the disease prevalence and on the relative importance between the false negatives and the false positives. This article studies the comparison of the weighted kappa coefficients of two binary diagnostic tests subject to a paired design through confidence intervals. Three asymptotic confidence intervals are studied for the difference between the parameters and five other intervals for the ratio. Simulation experiments were carried out to study the coverage probabilities and the average lengths of the intervals, giving some general rules for application. A method is also proposed to calculate the sample size necessary to compare the two weighted kappa coefficients through a confidence interval. A program in R has been written to solve the problem studied and it is available as supplementary material. The results were applied to a real example of the diagnosis of malaria.


Keywords:

- binary diagnostic test; paired design; weighted kappa coefficient.

AMS Subject Classification:

- 62P10, 6207.

[^1]
## 1. INTRODUCTION

A diagnostic test is medical test that is applied to an individual in order to determine the presence or absence of a disease. When the result of a diagnostic test is positive (indicating the presence of the disease) or negative (indicating its absence), the diagnostic test is called a binary diagnostic test (BDT) and its accuracy is measured in terms of two fundamental parameters: sensitivity and specificity. Sensitivity $(S e)$ is the probability of the BDT result being positive when the individual has the disease, and specificity ( $S p$ ) is the probability of the BDT result being negative when the individual does not have the disease. Sensitivity is also called true positive fraction $(T P F)$ and specificity is also called true negative fraction $(T N F)$, verifying that $T P F=1-F N F$ and that $T N F=1-F P F$, where $F N F(F P F)$ is the false negative (positive) fraction. The accuracy of a BDT is assessed in relation to a gold standard (GS), which is a medical test that objectively determines whether or not an individual has the disease. When considering the losses of an erroneous classification with the BDT, the performance of the BDT is measured in terms of the weighted kappa coefficient (Kraemer et al., 1990 [7]; Kraemer, 1992 [8]; Kraemer et al., 2002 [9]). The weighted kappa coefficient depends on the $S e$ and $S p$ of the BDT, on the disease prevalence $(p)$ and on the relative importance between the false negatives and the false positives (weighting index $c$ ). The weighted kappa coefficient is a measure of the beyond-chance agreement between the BDT and the GS.

Furthermore, the comparison of the performance of two BDTs is an important topic in the study of Statistical Methods for Diagnosis in Medicine. The comparison of two BDTs can be made subject to two types of sample designs: unpaired design and paired design. In the book by Pepe (2003) [13] we can see a broad discussion about both types of sample designs. Summing up, subject to an unpaired design each individual is tested with a single BDT, whereas subject to a paired design each individual is tested with the two BDTs. Consequently, unpaired design consists of applying a BDT to a sample of $n_{1}$ individuals and the other BDT to another sample of $n_{2}$ individuals; paired design consists of applying both BDTs to all of the individuals of a sample sized $n$. The comparative studies based on a paired design are more efficient from a statistical point of view than the studies based on an unpaired design, since it minimizes the impact of the between-individual variability. Therefore, in this article we focus on paired design. Subject to this type of design, Bloch (1997) [3] has studied an asymptotic hypothesis test to compare the weighted kappa coefficients of two BDTs. Nevertheless, if the hypothesis test is significant, this method does not allow us to assess how much bigger one weighted kappa coefficient is compared to another one, and it is necessary to estimate this effect through confidence intervals (CIs). Thus, the objective of our study is to compare the weighted kappa coefficients of two BDTs through CIs. Frequentist and Bayesian CIs have been studied for the difference and for the ratio of the two weighted kappa coefficients. If a CI for the difference (ratio) does not contain the zero (one) value, then we reject the equality between the two weighted kappa coefficients and we estimate how much bigger one coefficient is than another one. Consequently, our study is an extension of the Bloch method to the situation of the CIs. We have also dealt with the problem of calculating the sample size to compare the two parameters through a CI.

The manuscript is structured in the following way. In Section 2, we explain the weighted kappa coefficient of a BDT and we relate the comparison of the weighted kappa coefficients of two BDTs with the relative true (false) positive fraction of the two BDTs.

Section 3 summarizes the Bloch method and we propose CIs for the difference and the ratio of the weighted kappa coefficients of two BDTs subject to a paired design. In Section 4, simulation experiments are carried out to study the asymptotic behaviour of the proposed CIs, and some general rules of application are given. In Section 5 , we propose a method to calculate the sample size necessary to compare the two weighted kappa coefficients through a CI. In Section 6, a programme written in R is presented to solve the problems posed in this manuscript. In Section 7, the results were applied to a real example on the diagnosis of malaria, and in Section 8 the results are discussed.

## 2. WEIGHTED KAPPA COEFFICIENT

Let us consider a BDT that is assessed in relation to a GS. Let $L\left(L^{\prime}\right)$ the loss which occurs when for a diseased (non-diseased) individual the BDT gives a negative (positive) result. Therefore, the loss $L\left(L^{\prime}\right)$ is associated with a false negative (positive). If an individual (with or without the disease) is correctly diagnosed by the BDT then $L=L^{\prime}=0$. Let $D$ be the variable that models the result of the GS: $D=1$ when an individual has the disease and $D=0$ when this is not the case. Let $p=P(D=1)$ be the prevalence of the disease and $q=1-p$. Let $T$ be the random variable that models the result of the BDT: $T=1$ when the result of the BDT is positive and $T=0$ when the result is negative. Table 1 shows the losses and the probabilities associated with the assessment of a BDT in relation to a GS, and the probabilities when the BDT and the GS are independent, i.e. when $P(T=i \mid D=j)=P(T=i)$. Multiplying each loss in the $2 \times 2$ table by its corresponding probability and adding up all the terms, we find $p(1-S e) L+q(1-S p) L^{\prime}$, a term that is defined as expected loss. Therefore, the expected loss is the loss that occurs when erroneously classifying with the BDT an individual with or without the disease.

Table 1: Losses and probabilities.

| Losses (Probabilities) |  |  |  |
| :---: | :---: | :---: | :---: |
|  | $T=1$ | $T=0$ | Total |
| $D=1$ | $0(p S e)$ | $L(p(1-S e))$ | $L(p)$ |
| $D=0$ | $L^{\prime}(q(1-S p))$ | $0(q S p)$ | $L^{\prime}(q)$ |
| Total | $L^{\prime}(Q=p S e+q(1-S p))$ | $L(1-Q=p(1-S e)+q S p)$ | $L+L^{\prime}(1)$ |


| Probabilities when the BDT and the GS are independent |  |  |  |
| :---: | :---: | :---: | :---: |
|  | $T=1$ | $T=0$ | Total |
| $D=1$ | $p Q$ | $p(1-Q)$ | $p$ |
| $D=0$ | $q Q$ | $q(1-Q)$ | $q$ |
| Total | $Q$ | $1-Q$ | 1 |

Moreover, if the BDT and the GS are independent, multiplying each loss by its corresponding probability (subject to the independence between the BDT and the GS) and adding up all of the terms we find $p[p(1-S e)+q S p] L+q[p S e+q(1-S p)] L^{\prime}$, a term that is defined as random loss.

Therefore, the random loss is the loss that occurs when the BDT and the GS are independent. The independence between the BDT and the GS is equivalent to the Youden index of the BDT being equal to zero i.e. $S e+S p-1$, and is also equivalent to the expected loss being equal to the random loss. In terms of expected and random losses, the weighted kappa coefficient of a BDT is defined as

$$
\kappa=\frac{\text { Random loss }- \text { Expected loss }}{\text { Random loss }}
$$

Substituting in this equation each loss with its expression, the weighted kappa coefficient of a BDT is expressed (Kraemer et al., 1990 [7]; Kraemer, 1992 [8]; Kraemer et al., 2002 [9]) as

$$
\begin{equation*}
\kappa(c)=\frac{p q Y}{p(1-Q) c+q Q(1-c)}, \tag{2.1}
\end{equation*}
$$

where $Y=S e+S p-1$ is the Youden index, $Q=p S e+q(1-S p)$ is the probability that the BDT result is positive, and $c=L /\left(L+L^{\prime}\right)$ is the weighting index. The weighting index $c$ is a measure of the relative importance between the false negatives and the false positives. For example, let us consider the diagnosis of breast cancer using as a diagnostic mammography test. If the mammography test is positive in a woman that does not have cancer (false positive), the woman will be given a biopsy that will give a negative result. The loss $L^{\prime}$ is determined from the economic costs of the diagnosis and also from the risk, stress, anxiety, etc., caused to the woman. If the mammography test is negative in a woman who has breast cancer (false negative), the woman may be diagnosed at a later stage, but the cancer may spread, and the possibility of the treatment being successful will have diminished. The loss $L$ is determined from these considerations. The losses $L$ and $L^{\prime}$ are measured in terms of economic costs and also from risks, stress, etc., which is why in practice their values cannot be determined. Therefore, as loss $L\left(L^{\prime}\right)$ cannot be determined, $L\left(L^{\prime}\right)$ is substituted by the importance that a false negative (positive) has for the clinician. The value of the weighting index $c$ will depend therefore on the relative importance between a false negative and a false positive. If the clinician is more concerned about false negatives, as in a screening test, then $0.5<c \leq 1$. If the clinician has greater concerns about false positives, as it is the situation in which the BDT is used as a definitive test prior to a treatment that involves a risk for the individual (e.g., a definitive test prior to a surgical operation), then $0 \leq c<0.5$. The index c is equal to 0.5 when the clinician considers that the false negatives and the false positives have the same importance, in which case $\kappa(0.5)$ is the Cohen kappa coefficient. Weighting index $c$ quantifies the relative importance between a false negative and a false positive, but it is not a measure that quantifies how much bigger the proportion of false negatives is compared to the false positives. If $c=0$ then

$$
\begin{equation*}
\kappa(0)=\frac{S p-(1-Q)}{Q}=\frac{p(1-F N F-F P F)}{p(1-F N F)+q F P F}, \tag{2.2}
\end{equation*}
$$

which is the chance corrected specificity according to the kappa model. If $c=1$ then

$$
\begin{equation*}
\kappa(1)=\frac{S e-Q}{1-Q}=\frac{q(1-F N F-F P F)}{p F N F+q(1-F P F)}, \tag{2.3}
\end{equation*}
$$

which is the chance corrected sensitivity according to the kappa model. A low (high) value of $\kappa(1)$ will indicate that the value of $F N F$ is high (low), and a low (high) value of $\kappa(0)$ will indicate that the value of $F P F$ is high (low). The weighted kappa coefficient can be written as

$$
\begin{equation*}
\kappa(c)=\frac{p c(1-Q) \kappa(1)+q(1-c) Q \kappa(0)}{p(1-Q) c+q Q(1-c)}, \tag{2.4}
\end{equation*}
$$

which is a weighted average of $\kappa(0)$ and $\kappa(1)$. Therefore, the weighted kappa coefficient is a measure that considers the proportion of false negatives $(F N F)$ and the proportion of false positives $(F P F)$. Moreover, for a set value of the $c$ index and of the accuracy ( $S e$ and $S p$ ) of the BDT, the weighted kappa coefficient strongly depends on the disease prevalence among the population being studied, and its value increases when the disease prevalence increases. The weighted kappa coefficient is a measure of the beyond-chance agreement between the BDT and the GS. The properties of the kappa coefficient can be seen in the manuscripts of Kraemer et al. (2002) [9], Roldán-Nofuentes et al. (2009) [15] and of Roldán-Nofuentes and Amro (2018) [16].

When comparing the accuracies of two BDTs, Pepe (2003) [13] recommends using the parameters $r T P F_{12}=\frac{S e_{1}}{S e_{2}}$ and $r F P F_{12}=\frac{F P F_{1}}{F P F_{2}}$, where $F P F_{h}=1-S p_{h}$, with $h=1,2$. If $r T P F_{12}>1$ then the sensitivity of Test 1 is greater than that of Test 2 , and if $r F P F_{12}>1$ then the $F P F$ of Test 1 is greater than that of Test 2 (the specificity of Test 2 is greater than that of Test 1). The comparison of the weighted kappa coefficients of two BDTs can be related to the previous measures, and these have an important effect on the comparison of $\kappa_{1}(c)$ and $\kappa_{2}(c)$. From now onwards, it is considered that $0<S e_{h}<1,0<S p_{h}<1$ and $0<p<1$, with $h=1,2$. Let us consider the subindexes $i$ and $j$, in such a way that if $i=1$ $(i=2)$ then $j=2(j=1)$. It is obvious that if $r T P F_{i j}=r F P F_{i j}=1$ then $S e_{1}=S e_{2}$ and $S p_{1}=S p_{2}$, and that therefore $\kappa_{1}(c)=\kappa_{2}(c)$ with $0 \leq c \leq 1$. Let

$$
\begin{equation*}
c^{\prime}=\frac{(1-p)\left[S e_{2}\left(1-S p_{1}\right)-S e_{1}\left(1-S p_{2}\right)\right]}{p\left(S e_{1}-S e_{2}\right)+\left(1-S p_{1}\right)\left(S e_{2}-p\right)-\left(1-S p_{2}\right)\left(S e_{1}-p\right)} \tag{2.5}
\end{equation*}
$$

In terms of $r T P F_{i j}$ and $r F P F_{i j}$ the following rules are verified to compare $\kappa_{1}(c)$ and $\kappa_{2}(c)$ :
a) If $r T P F_{i j} \geq 1$ and $r F P F_{i j}<1$, or $r T P F_{i j}>1$ and $r F P F_{i j} \leq 1$, then $\kappa_{i}(c)>\kappa_{j}(c)$ for $0 \leq c \leq 1$.
b) If $r T P F_{i j}>1$ and $r F P F_{i j}>1$, then:
b.1) $\kappa_{i}(c)>\kappa_{j}(c)$ if $0<c^{\prime}<c \leq 1$;
b.2) $\kappa_{i}(c)<\kappa_{j}(c)$ if $0 \leq c<c^{\prime}<1$;
b.3) $\quad \kappa_{i}(c)=\kappa_{j}(c)$ if $c=c^{\prime}$, with $0<c^{\prime}<1$;
b.4) $\kappa_{i}(c)>\kappa_{j}(c)$ for $0 \leq c \leq 1$ if $c^{\prime}<0\left(\right.$ or $\left.c^{\prime}>1\right)$ and $r T P F_{i j}>r F P F_{i j}>1$;
b.5) $\kappa_{i}(c)<\kappa_{j}(c)$ for $0 \leq c \leq 1$ if $c^{\prime}<0\left(\right.$ or $\left.c^{\prime}>1\right)$ and $r F P F_{i j}>r T P F_{i j}>1$.
c) If $r T P F_{i j}<1$ and $r F P F_{i j}<1$, then:
c.1) $\kappa_{i}(c)>\kappa_{j}(c)$ if $0 \leq c<c^{\prime}<1 ;$
c.2) $\kappa_{i}(c)<\kappa_{j}(c)$ if $0<c^{\prime}<c \leq 1$;
c.3) $\quad \kappa_{i}(c)=\kappa_{j}(c)$ if $c=c^{\prime}$, with $0<c^{\prime}<1$;
c.4) $\quad \kappa_{i}(c)>\kappa_{j}(c)$ for $0 \leq c \leq 1$ if $c^{\prime}<0\left(\right.$ or $\left.c^{\prime}>1\right)$ and $r T P F_{i j}>r F P F_{i j}>1$;
c.5) $\quad \kappa_{i}(c)<\kappa_{j}(c)$ for $0 \leq c \leq 1$ if $c^{\prime}<0$ (or $c^{\prime}>1$ ) and $r F P F_{i j}>r T P F_{i j}>1$.

The demonstrations can be seen in the Appendix A of the supplementary material. Regarding $c^{\prime}$, this is obtained solving the equation $\kappa_{1}(c)-\kappa_{2}(c)=0$ in $c$. The graphs in Figure 1 show how $\kappa_{1}(c)$ (on a continuous line) and $\kappa_{2}(c)$ (on a dotted line) vary depending on the weighting index $c$, taking as prevalence $p=\{5 \%, 25 \%, 50 \%, 75 \%\}$, for $S e_{1}=0.80, S p_{1}=0.95$, $S e_{2}=0.90$ and $S p_{2}=0.85$. These graphs correspond to the case in which $r T P F_{12}<1$ and $r F P F_{12}<1$, and therefore $\kappa_{1}(c)>\kappa_{2}(c)$ when $c<c^{\prime}$, and $\kappa_{2}(c)>\kappa_{1}(c)$ when $c>c^{\prime}$, and $c^{\prime}$ is equal to 0.95 when $p=5 \%, 0.75$ when $p=25 \%, 0.50$ when $p=50 \%$ and 0.25 when $p=75 \%$. If the clinician considers that a false positive is 1.5 times more important than a false negative, then $c=0.4$ and $\kappa_{1}(c)>\kappa_{2}(c)$ in the population with $p=\{5 \%, 25 \%, 50 \%\}$ and $\kappa_{2}(c)>\kappa_{1}(c)$ in the population with $p=75 \%$. If in the population with $p=75 \%$ the clinician has a greater concern about a false positive than a false negative ( $0 \leq c<0.5$ ), then $\kappa_{1}(c)>\kappa_{2}(c)$ if $0 \leq c<0.25$ and $\kappa_{2}(c)>\kappa_{1}(c)$ if $0.25<c<0.5$; in the populations with $p=\{5 \%, 25 \%, 50 \%\}, \kappa_{1}(c)>\kappa_{2}(c)$ when $0 \leq c<0.5$.


Figure 1: Weighted kappa coefficients with $r T P F_{12}<1$ and $r F P F_{12}<1$.

We will now study the comparison of the weighted kappa coefficients of two BDTs through CIs subject to a paired design.

## 3. CONFIDENCE INTERVALS

Let us consider two BDTs which are assessed in relation to the same GS. Let $T_{1}$ and $T_{2}$ be the random binary variables that model the results of each BDT respectively. Let $S e_{h}$ and $S p_{h}$ be the sensitivity and specificity of the $h$-th BDT, with $h=1$, 2. Table 2 (Observed frequencies) shows the frequencies that are obtained when both BDTs and the GS are applied to all the individuals in a random sample sized $n$. The frequencies $s_{i j}$ and $r_{i j}$ are the product
of a multinomial distribution whose probabilities are also shown in Table 2 (Theoretical probabilities), where $p_{i j}=P\left(D=1, T_{1}=i, T_{2}=j\right)$ and $q_{i j}=P\left(D=0, T_{1}=i, T_{2}=j\right)$, with $i, j=0,1$. Applying the Vacek (1985) [17] conditional dependency model, the probabilities $p_{i j}$ and $q_{i j}$ are written as

$$
\begin{equation*}
p_{i j}=p\left[S e_{1}^{i}\left(1-S e_{1}\right)^{1-i} S e_{2}^{j}\left(1-S e_{2}\right)^{1-j}+\delta_{i j} \varepsilon_{1}\right] \tag{3.1}
\end{equation*}
$$

and

$$
\begin{equation*}
q_{i j}=q\left[S p_{1}^{1-i}\left(1-S p_{1}\right)^{i} S p_{2}^{1-j}\left(1-S p_{2}\right)^{j}+\delta_{i j} \varepsilon_{0}\right] \tag{3.2}
\end{equation*}
$$

where $\epsilon_{1}\left(\epsilon_{0}\right)$ is the covariance or dependence factor between the two BDTs when $D=1$ $(D=0), \delta_{i j}=1$ if $i=j$ and $\delta_{i j}=-1$ if $i \neq j$, with $i, j=0,1$. It is verified that

$$
0 \leq \varepsilon_{1} \leq \operatorname{Min}\left\{S e_{1}\left(1-S e_{2}\right), S e_{2}\left(1-S e_{1}\right)\right\}
$$

and

$$
0 \leq \varepsilon_{0} \leq \operatorname{Min}\left\{S p_{1}\left(1-S p_{2}\right), S p_{2}\left(1-S p_{1}\right)\right\}
$$

If $\varepsilon_{1}=\varepsilon_{0}=0$ then the two BDTs are conditionally independent on the disease. In practice, the assumption of conditional independence is not realistic, and so $\varepsilon_{1}>0$ and/or $\varepsilon_{0}>0$. Let $\pi=\left(p_{11}, p_{10}, p_{01}, p_{00}, q_{11}, q_{10}, q_{01}, q_{00}\right)^{\top}$ be the vector of probabilities of the multinomial distribution, and it is verified that $p=\sum_{i, j=0}^{1} p_{i j}$ and $q=1-p=\sum_{i, j=0}^{1} q_{i j}$. The maximum likelihood estimators of these probabilities are $\hat{p}_{i j}=s_{i j} / n$ and $\hat{q}_{i j}=r_{i j} / n$.

The rules given in Section 2 about the effect of $r T P F$ and $r F P F$ on the comparison of $\kappa_{1}(c)$ and $\kappa_{2}(c)$ are theoretical rules that can be applied to the estimators, but they cannot guarantee that one weighted kappa coefficient will be higher than another. This question should be studied through hypothesis tests and confidence intervals. The Bloch method to compare the weighted kappa coefficients of two BDTs subject to a paired design is summarized below, and different CIs are proposed to compare these parameters subject to the same type of sample design.

Table 2: Observed frequencies and theoretical probabilities subject to a paired design.

| Observed frequencies |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  | $T_{1}=1$ |  | $T_{1}=0$ |  |  |
|  | $T_{2}=1$ | $T_{2}=0$ | $T_{2}=1$ | $T_{2}=0$ | Total |
| $D=1$ | $s_{11}$ | $s_{10}$ | $s_{01}$ | $s_{00}$ | $s$ |
| $D=0$ | $r_{11}$ | $r_{10}$ | $r_{01}$ | $r_{00}$ | $r$ |
| Total | $s_{11}+r_{11}$ | $s_{10}+r_{10}$ | $s_{01}+r_{01}$ | $s_{00}+r_{00}$ | $n$ |


| Theoretical probabilities |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  | $T_{1}=1$ |  | $T_{1}=0$ |  |  |
|  | $T_{2}=1$ | $T_{2}=0$ | $T_{2}=1$ | $T_{2}=0$ | Total |
| $D=1$ | $p_{11}$ | $p_{10}$ | $p_{01}$ | $p_{00}$ | $p$ |
| $D=0$ | $q_{11}$ | $q_{10}$ | $q_{01}$ | $q_{00}$ | $q$ |
| Total | $p_{11}+q_{11}$ | $p_{10}+q_{10}$ | $p_{01}+q_{01}$ | $p_{00}+q_{00}$ | 1 |

### 3.1. Hypothesis test

Bloch (1997) [3] studied the comparison of the weighted kappa coefficients of two BDTs subject to a paired design. In terms of probabilities (3.1) and (3.2), the weighted kappa coefficient of Test 1 is

$$
\kappa_{1}(c)=\frac{\left(p_{11}+p_{10}\right)\left(q_{01}+q_{00}\right)-\left(p_{01}+p_{00}\right)\left(q_{10}+q_{11}\right)}{p c \sum_{k=0}^{1}\left(p_{0 k}+q_{0 k}\right)+q(1-c) \sum_{k=0}^{1}\left(p_{1 k}+q_{1 k}\right)}
$$

and that of Test 2 is

$$
\kappa_{2}(c)=\frac{\left(p_{11}+p_{01}\right)\left(q_{10}+q_{00}\right)-\left(p_{10}+p_{00}\right)\left(q_{01}+q_{11}\right)}{p c \sum_{k=0}^{1}\left(p_{k 0}+q_{k 0}\right)+q(1-c) \sum_{k=0}^{1}\left(p_{k 1}+q_{k 1}\right)} .
$$

Substituting in the previous expressions the parameters by their estimators, the estimators of the weighted kappa coefficients are

$$
\begin{equation*}
\hat{\kappa}_{1}(c)=\frac{\left(s_{11}+s_{10}\right)\left(r_{01}+r_{00}\right)-\left(s_{01}+s_{00}\right)\left(r_{10}+r_{11}\right)}{s c \sum_{k=0}^{1}\left(s_{0 k}+r_{0 k}\right)+r(1-c) \sum_{k=0}^{1}\left(s_{1 k}+r_{1 k}\right)} \tag{3.3}
\end{equation*}
$$

and

$$
\begin{equation*}
\hat{\kappa}_{2}(c)=\frac{\left(s_{11}+s_{01}\right)\left(r_{10}+r_{00}\right)-\left(s_{10}+s_{00}\right)\left(r_{01}+r_{11}\right)}{s c \sum_{k=0}^{1}\left(s_{k 0}+r_{k 0}\right)+r(1-c) \sum_{k=0}^{1}\left(s_{k 1}+r_{k 1}\right)} \tag{3.4}
\end{equation*}
$$

Their variances-covariance are obtained applying the delta method (see the Appendix B of the supplementary material). Subject to paired design, the covariance between the two sensitivities and between the two specificities are given by $\operatorname{Cov}\left(\hat{S} e_{1}, \hat{S} e_{2}\right)=\frac{\varepsilon_{1}}{n p}$ and $\operatorname{Cov}\left(\hat{S} p_{1}, \hat{S} p_{2}\right)=\frac{\epsilon_{0}}{n q}$ respectively (Appendix B of the supplementary material), where $\epsilon_{1}$ and $\epsilon_{0}$ are the covariances between the two BDTs when $D=1$ and $D=0$ respectively. These covariances also affect the covariances between the two weighted kappa coefficients, just as can be seen in the expressions given in the Appendix B of the supplementary material. Finally, the statistic for the hypothesis test $H_{0}: \kappa_{1}(c)=\kappa_{2}(c)$ vs $H_{0}: \kappa_{1}(c) \neq \kappa_{2}(c)$ is

$$
\begin{equation*}
z=\frac{\hat{\kappa}_{1}(c)-\hat{\kappa}_{2}(c)}{\sqrt{\widehat{\operatorname{Var}}\left[\hat{\kappa}_{1}(c)\right]+\widehat{\operatorname{Var}}\left[\hat{\kappa}_{2}(c)\right]-2 \widehat{\operatorname{Cov}}\left[\hat{\kappa}_{1}(c), \hat{\kappa}_{2}(c)\right]}} \underset{n \rightarrow \infty}{ } N(0,1) . \tag{3.5}
\end{equation*}
$$

### 3.2. Confidence intervals

When two parameters are compared, the interest is generally focused on studying the difference or the ratio between them. We then compare the weighted kappa coefficients of two BDTs through CIs for the difference $\delta=\kappa_{1}(c)-\kappa_{2}(c)$ and for the ratio $\theta=\frac{\kappa_{1}(c)}{\kappa_{2}(c)}$. Through the CIs: a) the two weighted kappa coefficients are compared, in such a way that if a CI for the difference (ratio) does not contain the zero (one) value, then we reject the equality between
the weighted kappa coefficients; and b) we estimate (if the two weighted kappa coefficients are different) how much bigger one weighted kappa coefficient is than the other. Firstly, three CIs are proposed for the difference of the two weighted kappa coefficients, and secondly five CIs are proposed for the ratio.

### 3.2.1. Cls for the difference

For the difference of the two weighted kappa coefficients we propose the Wald, bootstrap and Bayesian CIs.

Wald CI. Based on the asymptotic normality of the estimator of $\delta=\kappa_{1}(c)-\kappa_{2}(c)$, i.e. $\hat{\delta} \rightarrow N[\delta, \operatorname{Var}(\delta)]$ when the sample size $n$ is large, the Wald CI for the difference $\delta$ is very easy to obtain inverting the test statistic proposed by Bloch (1997) [3], therefore

$$
\begin{equation*}
\delta \in \hat{\kappa}_{1}(c)-\hat{\kappa}_{2}(c) \pm z_{1-\alpha / 2} \sqrt{\widehat{\operatorname{Var}}\left[\hat{\kappa}_{1}(c)\right]+\widehat{\operatorname{Var}}\left[\hat{\kappa}_{2}(c)\right]-2 \widehat{\operatorname{Cov}}\left[\hat{\kappa}_{1}(c), \hat{\kappa}_{2}(c)\right]} \tag{3.6}
\end{equation*}
$$

where $z_{1-\alpha / 2}$ is the $100(1-\alpha / 2)$-th percentile of the standard normal distribution.
Bootstrap CI. The bootstrap CI is calculated generating $B$ random samples with replacement from the sample of $n$ individuals. In each sample with replacement, we calculate the estimators of the weighted kappa coefficients and the difference between them, i.e. $\hat{\kappa}_{i 1 B}(c), \hat{\kappa}_{i 2 B}(c)$ and $\hat{\delta}_{i B}=\hat{\kappa}_{i 1 B}(c)-\hat{\kappa}_{i 2 B}(c)$, with $i=1, \ldots, B$. Then, based on the $B$ differences calculated, the average difference is estimated as $\hat{\bar{\delta}}_{B}=\frac{1}{B} \sum_{i=1}^{B} \hat{\delta}_{i B}$. Assuming that the bootstrap statistic $\hat{\bar{\delta}}_{B}$ can be transformed to a normal distribution, the bias-corrected bootstrap CI (Efron and Tibshirani, 1993 [5]) for $\delta$ is calculated in the following way. Let $A=\#\left(\hat{\delta}_{i B}<\hat{\delta}\right)$ be the number of bootstrap estimators $\hat{\delta}_{i B}$ that are lower than the maximum likelihood estimator $\hat{\delta}=\hat{\kappa}_{1}(c)-\hat{\kappa}_{2}(c)$, and let $\hat{z}_{0}=\Phi^{-1}(A / B)$, where $\Phi^{-1}(\cdot)$ is the inverse function of the standard normal cumulative distribution function. Let $\alpha_{1}=\Phi\left(2 \hat{z}_{0}-z_{1-\alpha / 2}\right)$ and $\alpha_{2}=\Phi\left(2 \hat{z}_{0}+z_{1-\alpha / 2}\right)$, then the bias-corrected bootstrap CI is $\left(\hat{\delta}_{B}^{\left(\alpha_{1}\right)}, \hat{\delta}_{B}^{\left(\alpha_{2}\right)}\right)$, where $\hat{\delta}_{B}^{\left(\alpha_{j}\right)}$ is the $j$-th quantile of the distribution of the $B$ bootstrap estimations of $\delta$.

Bayesian CI. The problem is now approached from a Bayesian perspective. The number of individuals with the disease $(s)$ is the product of a binomial distribution with parameters $n$ and $p$, i.e. $s \rightarrow B(n, p)$. Conditioning on the individuals with the disease, i.e. conditioning on $D=1$, it is verified that

$$
\begin{equation*}
s_{11}+s_{10} \rightarrow B\left(s, S e_{1}\right) \text { and } s_{11}+s_{01} \rightarrow B\left(s, S e_{2}\right) . \tag{3.7}
\end{equation*}
$$

The number of individuals without the disease $(r)$ is the product of a binomial distribution with parameters $n$ and $q$, i.e. $r \rightarrow B(n, q)$, with $q=1-p$. Conditioning on the individuals without the disease ( $D=0$ ), it is verified that

$$
\begin{equation*}
r_{01}+r_{00} \rightarrow B\left(r, S p_{1}\right) \text { and } r_{10}+r_{00} \rightarrow B\left(r, S p_{2}\right) . \tag{3.8}
\end{equation*}
$$

Considering the marginal distributions of each BDT, the estimators of the sensitivity and the specificity of the Test $1, \hat{S} e_{1}=\frac{s_{11}+s_{10}}{s}$ and $\hat{S} p_{1}=\frac{r_{01}+r_{00}}{r}$, and of the Test $2, \hat{S} e_{2}=\frac{s_{11}+s_{01}}{s}$
and $\hat{S} p_{2}=\frac{r_{10}+r_{00}}{r}$, are estimators of binomial proportions. In a similar way, considering the marginal distribution of the GS, the estimator of the disease prevalence, $\hat{p}=\frac{s}{n}$, is also the estimator of a binomial proportion. Therefore, for these estimators we propose conjugate beta prior distributions, which are the appropriate distributions for the binomial distributions involved, i.e.

$$
\begin{equation*}
\hat{S} e_{h} \rightarrow \operatorname{Beta}\left(\alpha_{S e_{h}}, \beta_{S e_{h}}\right), \hat{S} p_{h} \rightarrow \operatorname{Beta}\left(\alpha_{S p_{h}}, \beta_{S p_{h}}\right) \text { and } \hat{p} \rightarrow \operatorname{Beta}\left(\alpha_{p}, \beta_{p}\right) \tag{3.9}
\end{equation*}
$$

Let $\mathbf{v}=\left(s_{11}, s_{10}, s_{01}, s, r_{11}, r_{10}, r_{01}, r\right)$ be the vector of observed frequencies, with $s_{00}=s-$ $s_{11}-s_{10}-s_{01}, r=n-s$ and $r_{00}=r-r_{11}-r_{10}-r_{01}$. Then the posteriori distributions for the estimators of the sensitivities, of the specificities and of the prevalence are:

$$
\begin{align*}
& \hat{S} e_{1} \mid \mathbf{v} \rightarrow \operatorname{Beta}\left(s_{11}+s_{10}+\alpha_{S e_{1}}, s-s_{11}-s_{10}+\beta_{S e_{1}}\right), \\
& \hat{S} e_{2} \mid \mathbf{v} \rightarrow \operatorname{Beta}\left(s_{11}+s_{01}+\alpha_{S e_{2}}, s-s_{11}-s_{01}+\beta_{S e_{2}}\right), \\
& \hat{S} p_{1} \mid \mathbf{v} \rightarrow \operatorname{Beta}\left(r_{01}+r_{00}+\alpha_{S p_{1}}, r-r_{01}-r_{00}+\beta_{S p_{1}}\right),  \tag{3.10}\\
& \hat{S} p_{2} \mid \mathbf{v} \rightarrow \operatorname{Beta}\left(r_{10}+r_{00}+\alpha_{S p_{2}}, r-r_{10}-r_{00}+\beta_{S p_{2}}\right), \\
& \hat{p} \mid \mathbf{v} \rightarrow \operatorname{Beta}\left(s+\alpha_{p}, r+\beta_{p}\right) .
\end{align*}
$$

Once we have defined all distributions, the posteriori distribution for the weighted kappa coefficient of each BDT, and for the difference between them, can be approximated applying the Monte Carlo method. This method consists of generating $M$ values of the posteriori distributions given in equations (3.10). In the $m$-th iteration, the values generated for sensitivity $\hat{S} e_{h}^{(m)}$ and specificity $\hat{S} p_{h}^{(m)}$ of each BDT, and for the prevalence $\hat{p}^{(m)}$, are plugged in the equations

$$
\begin{equation*}
\hat{\kappa}_{h}^{(m)}(c)=\frac{\hat{p}^{(m)} \hat{q}^{(m)}\left(\hat{S} e_{h}^{(m)}+\hat{S} p_{h}^{(m)}-1\right)}{\hat{p}^{(m)}\left(1-\hat{Q}_{h}^{(m)}\right) c+\hat{q}^{(m)} \hat{Q}_{h}^{(m)}(1-c)}, h=1,2, \tag{3.11}
\end{equation*}
$$

where $\hat{Q}_{h}^{(m)}=\hat{p}^{(m)} \hat{S} e_{h}^{(m)}+\hat{q}^{(m)}\left(1-\hat{S} p_{h}^{(m)}\right)$. We then calculate the difference between the two weighted kappa coefficients in the $m$-th iteration: $\hat{\delta}^{(m)}=\hat{\kappa}_{1}^{(m)}(c)-\hat{\kappa}_{2}^{(m)}(c)$. As the estimator of the average difference of the weighted kappa coefficients, we calculate the average of the $M$ estimations of difference, i.e. $\hat{\bar{\delta}}=\frac{1}{M} \sum_{m=1}^{M} \hat{\delta}^{(m)}$. Once the Monte Carlo method is applied, based on the $M$ values $\hat{\delta}^{(m)}$ we propose the calculation of a CI based on quantiles, i.e. the $100(1-\alpha) \% \mathrm{CI}$ for $\delta$ is

$$
\begin{equation*}
\left(q_{\alpha / 2}, q_{1-\alpha / 2}\right), \tag{3.12}
\end{equation*}
$$

where $q_{\gamma}$ is the $\gamma$-th quantile of the distribution of the $M$ values $\hat{\delta}^{(m)}$.

### 3.2.2. Cls for the ratio

We propose five CIs for the ratio of the two weighted kappa coefficients: Wald, logarithmic, Fieller, bootstrap and Bayesian CIs.

Wald CI. Assuming the asymptotic normality of the estimator of $\theta=\kappa_{1}(c) / \kappa_{2}(c)$, i.e. $\hat{\theta} \rightarrow N[\theta, \operatorname{Var}(\theta)]$ when the sample size $n$ is large, the Wald CI for $\theta$ is

$$
\begin{equation*}
\theta \in \hat{\theta} \pm z_{1-\alpha / 2} \sqrt{\widehat{\operatorname{Var}}(\hat{\theta})} \tag{3.13}
\end{equation*}
$$

where $\widehat{\operatorname{Var}}(\hat{\theta})$ is obtained applying the delta method (Agresti, 2002 [1]), and whose expression is

$$
\widehat{\operatorname{Var}}(\hat{\theta}) \approx \frac{\hat{\kappa}_{2}^{2}(c) \widehat{\operatorname{Var}}\left[\hat{\kappa}_{1}(c)\right]+\hat{\kappa}_{1}^{2}(c) \widehat{\operatorname{Var}}\left[\hat{\kappa}_{2}(c)\right]-2 \hat{\kappa}_{1}(c) \hat{\kappa}_{2}(c) \widehat{\operatorname{Cov}}\left[\hat{\kappa}_{1}(c), \hat{\kappa}_{2}(c)\right]}{\hat{\kappa}_{2}^{4}(c)} .
$$

Expressions of the variances-covariance can be seen in the Appendix B of the supplementary material.

Logarithmic CI. Assuming the asymptotic normality of the Napierian logarithm of the $\hat{\theta}$, i.e. $\ln (\hat{\theta}) \rightarrow N(\ln (\theta), \operatorname{Var}[\ln (\theta)])$ when the sample size $n$ is large, an asymptotic CI for $\ln (\theta)$ is

$$
\ln (\theta) \in \ln (\hat{\theta}) \pm z_{1-\alpha / 2} \sqrt{\widehat{\operatorname{Var}}[\ln (\hat{\theta})]}
$$

Taking exponential, the logarithmic CI for $\theta$ is

$$
\begin{equation*}
\theta \in \hat{\theta} \times \exp \left\{ \pm z_{1-\alpha / 2} \sqrt{\widehat{\operatorname{Var}}[\ln (\hat{\theta})]}\right\} \tag{3.14}
\end{equation*}
$$

where $\widehat{\operatorname{Var}}[\ln (\hat{\theta})]$ is obtained applying the delta method (see the Appendix B of the supplementary material), i.e.

$$
\widehat{\operatorname{Var}}[\ln (\hat{\theta})] \approx \frac{\widehat{\operatorname{Var}}\left[\hat{\kappa}_{1}(c)\right]}{\hat{\kappa}_{1}^{2}(c)}+\frac{\widehat{\operatorname{Var}}\left[\hat{\kappa}_{2}(c)\right]}{\hat{\kappa}_{2}^{2}(c)}-\frac{2 \widehat{\operatorname{Cov}}\left[\hat{\kappa}_{1}(c), \hat{\kappa}_{2}(c)\right]}{\hat{\kappa}_{1}(c) \hat{\kappa}_{2}(c)} .
$$

Fieller CI. The Fieller method (1940) [6] is a classic method to obtain a CI for the ratio of two parameters. This method requires us to assume that the estimators are distributed according to a normal bivariate distribution, i.e. $\left(\hat{\kappa}_{1}(c), \hat{\kappa}_{2}(c)\right)^{\top} \rightarrow N\left[\boldsymbol{\kappa}(c), \sum_{\boldsymbol{\kappa}(c)}\right]$ when the sample size $n$ is large, where

$$
\boldsymbol{\kappa}(c)=\left(\kappa_{1}(c), \kappa_{2}(c)\right)^{\top}
$$

and

$$
\sum_{\boldsymbol{\kappa}(c)}=\left(\begin{array}{ll}
\sigma_{11} & \sigma_{12} \\
\sigma_{21} & \sigma_{22}
\end{array}\right)=\left(\begin{array}{cc}
\operatorname{Var}\left[\kappa_{1}(c)\right] & \operatorname{Cov}\left[\kappa_{1}(c), \kappa_{2}(c)\right] \\
\operatorname{Cov}\left[\kappa_{1}(c), \kappa_{2}(c)\right] & \operatorname{Var}\left[\kappa_{2}(c)\right]
\end{array}\right) .
$$

Applying the Fieller method it is verified that

$$
\hat{\kappa}_{1}(c)-\theta \hat{\kappa}_{2}(c) \underset{n \rightarrow \infty}{\longrightarrow} N\left(0, \sigma_{11}-2 \theta \sigma_{12}+\theta^{2} \sigma_{22}\right) .
$$

The Fieller CI is obtained by searching for the set of values for that satisfy the inequality

$$
\frac{\left[\hat{\kappa}_{1}(c)-\theta \hat{\kappa}_{2}(c)\right]^{2}}{\hat{\sigma}_{11}-2 \theta \hat{\sigma}_{12}+\theta^{2} \hat{\sigma}_{22}}<z_{1-\alpha / 2}^{2}
$$

Finally, the Fieller CI for $\theta=\kappa_{1}(c) / \kappa_{2}(c)$ is

$$
\begin{equation*}
\theta \in \frac{\hat{\omega}_{12} \pm \sqrt{\hat{\omega}_{12}^{2}-\hat{\omega}_{11} \hat{\omega}_{22}}}{\hat{\omega}_{22}} \tag{3.15}
\end{equation*}
$$

where $\hat{\omega}_{i j}=\hat{\kappa}_{i}(c) \times \hat{\kappa}_{j}(c)-\hat{\sigma}_{i j} z_{1-\alpha / 2}^{2}$ with $i, j=1,2$, and verifying that $\hat{\omega}_{12}=\hat{\omega}_{21}$. This interval is valid when $\hat{\omega}_{12}^{2}>\hat{\omega}_{11} \hat{\omega}_{22}$ and $\hat{\omega}_{22} \neq 0$.

Bootstrap CI. The bootstrap CI for $\theta$ is calculated in a similar way to that of the bootstrap interval explained in Section 3.1 but considering $\theta$ instead of $\delta$. In each sample with replacement obtained we calculate the estimators of the weighted kappa coefficients and the ratio between them, i.e. $\hat{\kappa}_{i 1 B}(c), \hat{\kappa}_{i 2 B}(c)$ and $\hat{\theta}_{i B}=\hat{\kappa}_{i 1 B}(c) / \hat{\kappa}_{i 2 B}(c)$, with $i=1, \ldots, B$. Then, based on the $B$ ratios calculated we estimate the average ratio as $\hat{\theta}_{B}=\frac{1}{B} \sum_{i=1}^{B} \hat{\theta}_{i B}$. Assuming that the statistic $\hat{\bar{\theta}}_{B}$ can be transformed to a normal distribution, the bias-corrected bootstrap CI (Efron and Tibshirani, 1993 [5]) for $\theta$ is obtained in a similar way to how the bootstrap CI for $\delta$ is calculated, considering now that $A=\#\left(\hat{\theta}_{i B}<\hat{\theta}\right)$. Finally, the bias-corrected bootstrap CI is $\left(\hat{\theta}_{B}^{\left(\alpha_{1}\right)}, \hat{\theta}_{B}^{\left(\alpha_{2}\right)}\right)$, where $\hat{\theta}_{B}^{\left(\alpha_{j}\right)}$ is the $j$-th quantile of the distribution of the $B$ bootstrap estimations of $\theta$.

Bayesian CI. The Bayesian CI for $\theta$ is also calculated in a similar way to that of the bayesian CI presented in Section 3.1. Considering the same distributions given in equations (3.9) and (3.10), in the $m$-th iteration of the Monte Carlo method we calculate the ratio $\hat{\theta}^{(m)}=\hat{\kappa}_{1}^{(m)}(c) / \hat{\kappa}_{2}^{(m)}(c)$ and as an estimator we calculate $\hat{\bar{\theta}}=\frac{1}{M} \sum_{m=1}^{M} \hat{\theta}^{(m)}$. Finally, based on the $M$ values $\hat{\theta}^{(m)}$ we calculate the CI based on quantiles.

The five previous CIs are for the ratio $\theta=\kappa_{1}(c) / \kappa_{2}(c)$. If we want to calculate the CI for the ratio $\kappa_{2}(c) / \kappa_{1}(c) \quad\left(=\theta^{\prime}=1 / \theta\right)$, then the logarithmic, Fieller, bootstrap and Bayesian CIs are obtained by calculating the inverse of each boundary of the corresponding CI for $\theta=\kappa_{1}(c) / \kappa_{2}(c)$. Nevertheless, the Wald CI for $\theta^{\prime}$ is obtained from the Wald CI for $\theta$ dividing each boundary by $\hat{\theta}^{2}$, i.e. if $\left(L_{\theta}, U_{\theta}\right)$ is the Wald CI for $\theta=\kappa_{1}(c) / \kappa_{2}(c)$ then the Wald CI for $\theta^{\prime}=\kappa_{2}(c) / \kappa_{1}(c)$ is $\left(L_{\theta} / \hat{\theta}^{2}, U_{\theta} / \hat{\theta}^{2}\right)$.

## 4. SIMULATION EXPERIMENTS

Monte Carlo simulation experiments were carried out to study the coverage probability $(\mathrm{CP})$ and the average length (AL) of each of the CIs presented in Section 3.2. For this purpose, we generated $N=10,000$ random samples with multinomial distribution sized $n=$ $\{25,50,100,200,300,400,500,1000\}$. The random samples were generated setting the values of the weighted kappa coefficients, following these Steps:

1. For the disease prevalence, we took the values $p=\{5 \%, 10 \%, 25 \%, 50 \%\}$.
2. For the weighting index, we took a small, intermediate and high value:
$c=\{0.1,0.5,0.9\}$.
3. As values of the weighted kappa coefficients with $c=0$ and $c=1$, we took the following values: $\kappa_{h}(0), \kappa_{h}(1)=\{0.01,0.02, \ldots, 0.98,0.99\}$.
4. Next, using all of the values set previously, we calculated the sensitivity and the specificity of each diagnostic test solving the equations

$$
S e_{h}=\frac{\left[q \kappa_{h}(0)+p\right] \kappa_{h}(1)}{q \kappa_{h}(0)+p \kappa_{h}(1)} \text { and } S p_{h}=\frac{\left[p \kappa_{h}(1)+q\right] \kappa_{h}(0)}{q \kappa_{h}(0)+p \kappa_{h}(1)}
$$

considering, quite logically, only those cases in which the Youden index is higher than 0, i.e. $Y_{h}=S e_{h}+S p_{h}-1>0$.
5. The values of $\kappa_{h}(c)$ were calculated applying the equation

$$
\kappa_{h}(c)=\frac{p c\left(1-Q_{h}\right) \kappa_{h}(1)+q(1-c) Q_{h} \kappa_{h}(0)}{p c\left(1-Q_{h}\right)+q(1-c) Q_{h}},
$$

where $Q_{h}=p S e_{h}+q\left(1-S p_{h}\right)$.
6. As values of the weighted kappa coefficients we considered $\kappa_{h}(c)=\{0.2,0.4,0.6,0.8\}$, and from these we calculated $\delta$ and $\theta$. In order to be able to compare the coverage probabilities of the CIs for $\delta$ and for $\theta, \kappa_{1}(c)$ and $\kappa_{2}(c)$ must be the same for $\delta$ and $\theta$.

Following the idea of Cicchetti (2001) [4], simulations were carried out for values of $\kappa_{h}(c)$ with different levels of significance: poor $\left(\kappa_{h}(c)<0.40\right)$, fair $\left(0.40 \leq \kappa_{h}(c) \leq 0.59\right)$, good $\left(0.60 \leq \kappa_{h}(c) \leq 0.74\right)$ and excellent $\left(0.75 \leq \kappa_{h}(c) \leq 1\right)$. As values of the dependence factors $\varepsilon_{1}$ and $\varepsilon_{0}$ we took intermediate values ( $50 \%$ of the maximum value of each $\varepsilon_{i}$ ) and high values $\left(80 \%\right.$ of the maximum value of each $\left.\varepsilon_{i}\right)$, i.e. $\varepsilon_{1}=f \times \operatorname{Min}\left\{S e_{1}\left(1-S e_{2}\right), S e_{2}\left(1-S e_{1}\right)\right\}$ and $\varepsilon_{0}=f \times \operatorname{Min}\left\{S p_{1}\left(1-S p_{2}\right), S p_{2}\left(1-S p_{1}\right)\right\}$, where $f=\{0.50,0.80\}$. Probabilities of the multinomial distributions, equations (3.1) and (3.2), were calculated from values of the weighted kappa coefficients, and not setting the values of the sensitivities and specificities. In each scenario considered, for each one of the $N$ random samples we calculated all the CIs proposed in Section 3.2. For the bayesian CIs we considered as prior distribution a Beta $(1,1)$ distribution for all of the estimators (sensitivities, specificities and prevalence). This distribution is a non-informative distribution and is flat for all possible values of each sensitivity, specificity and prevalence, and has a minimum impact on each posteriori distribution. For the bootstrap method, for each one of the $N$ random samples we also generated $B=2,000$ samples with replacement; and for the Bayesian method, for each one of the $N$ random samples we also generated another $M=10,000$. Moreover, the simulation experiments were designed in such a way that in all of the random samples generated we can estimate the weighted kappa coefficients and their variances-covariance, in order to be able to calculate all of the intervals proposed in Section 3.2. As the confidence level, we took $95 \%$.

The comparison of the asymptotic behaviour of the CIs was made following a similar procedure to that used by other authors (Price and Bonett, 2004 [14]; Martín-Andrés and Alvarez-Hernández, 2014a [10], 2014b [11]; Montero-Alonso and Roldán-Nofuentes, 2019 [12]). This procedure consists of determining if the CI "fails" for a confidence of $95 \%$, which happens if the CI has a $C P \leq 93 \%$. The selection of the CI with the best asymptotic behaviour (for the difference and for the ratio) was made following the following Steps: 1) Choose the CIs with the least failures ( $C P>93 \%$ ), and 2) Choose the CIs which are the most accurate, i.e. those which have the lowest AL. In the Appendix C of the supplementary material this method is justified.

### 4.1. CIs for the difference $\delta$

Tables 3 and 4 show some of the results obtained (CPs and ALs) for $\delta=\{-0.6$, $-0.4,-0.2,0\}$, indicating in each case the scenarios $\left(\kappa_{h}(c), S e_{h}, S p_{h}\right.$ and $\left.p\right)$ in which these values were obtained, and for intermediate values of the dependence factors $\epsilon_{1}$ and $\epsilon_{0}$. These tables indicate the failures in bold type and it was considered that $\kappa_{1}(c) \leq \kappa_{2}(c)$.

Table 3: Coverage probabilities (CPs) and average lengths (ALs) of the CIs for the difference $\delta$ of the two weighted kappa coefficients (I).

| $\kappa_{1}(0.1)=0.2, \kappa_{2}(0.1)=0.8, \delta=-0.6$ |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $S e_{1}=0.484, S p_{1}=0.684, S e_{2}=0.852, S p_{2}=0.911$ |  |  |  |  |  |  |
| $\varepsilon_{1}=0.0359, \varepsilon_{0}=0.0306, p=50 \%$ |  |  |  |  |  |  |
| $n$ | Wald |  | Bootstrap |  | Bayesian |  |
|  | $\mathbf{C P}$ | $\mathbf{A L}$ | $\mathbf{C P}$ | AL | $\mathbf{C P}$ | AL |
| 25 | $\mathbf{0 . 3 3 5}$ | 0.866 | $\mathbf{0}$ | 0.643 | $\mathbf{0 . 2 8 7}$ | 0.923 |
| 50 | $\mathbf{0 . 7 3 7}$ | 0.646 | $\mathbf{0 . 0 3 8}$ | 0.589 | $\mathbf{0 . 7 6 2}$ | 0.690 |
| 100 | $\mathbf{0 . 9 1 2}$ | 0.470 | $\mathbf{0 . 7 5 0}$ | 0.473 | 0.937 | 0.501 |
| 200 | 0.958 | 0.337 | 0.952 | 0.354 | 0.968 | 0.364 |
| 300 | 0.972 | 0.276 | 0.980 | 0.295 | 0.982 | 0.301 |
| 400 | 0.960 | 0.239 | 0.969 | 0.258 | 0.971 | 0.262 |
| 500 | 0.955 | 0.214 | 0.972 | 0.231 | 0.975 | 0.236 |
| 1000 | 0.937 | 0.152 | 0.963 | 0.164 | 0.965 | 0.168 |


| $\kappa_{1}(0.9)=0.2, \kappa_{2}(0.9)=0.8, \delta=-0.6$ |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $S e_{1}=0.28, S p_{1}=0.92, S e_{2}=0.82, S p_{2}=0.98$ |  |  |  |  |  |  |
| $\epsilon_{1}=0.0252, \epsilon_{0}=0.0092, p=10 \%$ |  |  |  |  |  |  |
| $\boldsymbol{n}$ | Wald |  | Bootstrap |  | Bayesian |  |
|  | $\mathbf{C P}$ | $\mathbf{A L}$ | $\mathbf{C P}$ | $\mathbf{A L}$ | $\mathbf{C P}$ | $\mathbf{A L}$ |
| 25 | $\mathbf{0 . 1 1 4}$ | 0.999 | $\mathbf{0}$ | 0.651 | $\mathbf{0 . 0 3 3}$ | 0.987 |
| 50 | $\mathbf{0 . 5 6 6}$ | 0.863 | $\mathbf{0}$ | 0.640 | $\mathbf{0 . 2 8 0}$ | 0.838 |
| 100 | $\mathbf{0 . 7 6 0}$ | 0.682 | $\mathbf{0 . 0 3 1}$ | 0.614 | $\mathbf{0 . 6 0 0}$ | 0.667 |
| 200 | $\mathbf{0 . 8 8 5}$ | 0.503 | $\mathbf{0 . 4 8 7}$ | 0.490 | $\mathbf{0 . 8 1 5}$ | 0.503 |
| 300 | 0.934 | 0.411 | $\mathbf{0 . 7 3 3}$ | 0.402 | $\mathbf{0 . 8 8 6}$ | 0.418 |
| 400 | 0.935 | 0.354 | $\mathbf{0 . 8 2 3}$ | 0.347 | $\mathbf{0 . 9 0 3}$ | 0.365 |
| 500 | 0.947 | 0.314 | $\mathbf{0 . 8 9 2}$ | 0.309 | 0.937 | 0.326 |
| 1000 | 0.947 | 0.220 | 0.938 | 0.218 | 0.947 | 0.233 |


| $\kappa_{1}(0.1)=0.4, \kappa_{2}(0.1)=0.8, \delta=-0.4$ |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $S e_{1}=0.804, S p_{1}=0.887, S e_{2}=0.82, S p_{2}=0.98$ |  |  |  |  |  |  |
| $\epsilon_{1}=0.0723, \epsilon_{0}=0.0089, p=10 \%$ |  |  |  |  |  |  |
| $\boldsymbol{n}$ | Wald |  | Bootstrap |  | Bayesian |  |
|  | $\mathbf{C P}$ | $\mathbf{A L}$ | $\mathbf{C P}$ | $\mathbf{A L}$ | $\mathbf{C P}$ | AL |
| 25 | $\mathbf{0 . 8 4 7}$ | 0.812 | $\mathbf{0 . 4 7 3}$ | 0.671 | $\mathbf{0 . 9 2 0}$ | 0.899 |
| 50 | $\mathbf{0 . 8 5 6}$ | 0.715 | $\mathbf{0 . 6 0 2}$ | 0.608 | $\mathbf{0 . 9 1 0}$ | 0.764 |
| 100 | $\mathbf{0 . 9 2 4}$ | 0.534 | $\mathbf{0 . 8 4 7}$ | 0.528 | 0.953 | 0.580 |
| 200 | 0.968 | 0.373 | 0.955 | 0.423 | 0.978 | 0.426 |
| 300 | 0.957 | 0.302 | 0.986 | 0.367 | 0.976 | 0.369 |
| 400 | 0.951 | 0.261 | 0.992 | 0.313 | 0.978 | 0.315 |
| 500 | 0.955 | 0.232 | 0.994 | 0.259 | 0.979 | 0.262 |
| 1000 | 0.941 | 0.164 | 0.994 | 0.202 | 0.967 | 0.204 |


| $\kappa_{1}(0.5)=0.4, \kappa_{2}(0.5)=0.8, \delta=-0.4$ |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $S e_{1}=0.76, S p_{1}=0.72, S e_{2}=0.85, S p_{2}=0.95$ |  |  |  |  |  |  |
| $\epsilon_{1}=0.0570, \epsilon_{0}=0.0180, p=25 \%$ |  |  |  |  |  |  |
| $\boldsymbol{n}$ | Wald |  | Bootstrap |  | Bayesian |  |
|  | $\mathbf{C P}$ | AL | CP | AL | CP | AL |
| 25 | $\mathbf{0 . 8 9 4}$ | 0.810 | $\mathbf{0 . 0 0 4}$ | 0.613 | 0.962 | 0.858 |
| 50 | 0.935 | 0.580 | $\mathbf{0 . 5 1 6}$ | 0.516 | 0.961 | 0.641 |
| 100 | 0.945 | 0.397 | $\mathbf{0 . 8 2 4}$ | 0.379 | 0.970 | 0.458 |
| 200 | 0.946 | 0.275 | $\mathbf{0 . 9 2 8}$ | 0.271 | 0.971 | 0.320 |
| 300 | 0.952 | 0.221 | 0.934 | 0.220 | 0.974 | 0.259 |
| 400 | 0.940 | 0.191 | 0.938 | 0.192 | 0.963 | 0.224 |
| 500 | 0.948 | 0.171 | 0.942 | 0.170 | 0.979 | 0.200 |
| 1000 | 0.945 | 0.120 | 0.944 | 0.119 | 0.979 | 0.140 |

Table 4: Coverage probabilities (CPs) and average lengths (ALs) of the CIs for the difference $\delta$ of the two weighted kappa coefficients (II).

| $\begin{gathered} \kappa_{1}(0.9)=0.6, \kappa_{2}(0.9)=0.8, \delta=-0.2 \\ S e_{1}=0.62, S p_{1}=0.98, S e_{2}=0.911, S p_{2}=0.937 \\ \varepsilon_{1}=0.0277, \varepsilon_{0}=0.0094, p=5 \% \end{gathered}$ |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $n$ | Wald |  | Bootstrap |  | Bayesian |  |
|  | CP | AL | CP | AL | CP | AL |
| 25 | 1 | 1.009 | 0.757 | 0.724 | 1 | 1.018 |
| 50 | 0.996 | 0.913 | 0.829 | 0.659 | 0.999 | 0.916 |
| 100 | 0.993 | 0.823 | 0.928 | 0.580 | 0.998 | 0.801 |
| 200 | 0.934 | 0.642 | 0.763 | 0.535 | 0.986 | 0.649 |
| 300 | 0.922 | 0.533 | 0.745 | 0.483 | 0.964 | 0.551 |
| 400 | 0.941 | 0.456 | 0.794 | 0.434 | 0.971 | 0.481 |
| 500 | 0.933 | 0.404 | 0.799 | 0.393 | 0.962 | 0.430 |
| 1000 | 0.948 | 0.282 | 0.913 | 0.282 | 0.967 | 0.305 |


| $\kappa_{1}(0.1)=0.6, \kappa_{2}(0.1)=0.8, \delta=-0.2$ <br> $S e_{1}=0.195, S p_{1}=0.995, S e_{2}=0.477, S p_{2}=0.987$ <br>  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $n$ | Wald |  | Bootstrap |  | Bayesian |  |
|  | CP | AL | CP | AL | CP | AL |
| 25 | 1 | 0.928 | 1.000 | 0.644 | 1 | 0.981 |
| 50 | 0.999 | 0.787 | 1.000 | 0.613 | 1 | 0.866 |
| 100 | 0.994 | 0.604 | 0.999 | 0.581 | 0.999 | 0.692 |
| 200 | 0.985 | 0.429 | 0.997 | 0.464 | 0.998 | 0.505 |
| 300 | 0.981 | 0.347 | 0.991 | 0.393 | 0.994 | 0.411 |
| 400 | 0.973 | 0.297 | 0.986 | 0.346 | 0.992 | 0.352 |
| 500 | 0.967 | 0.263 | 0.984 | 0.311 | 0.989 | 0.311 |
| 1000 | 0.957 | 0.182 | 0.988 | 0.222 | 0.987 | 0.213 |


| $\begin{aligned} & \kappa_{1}(0.5)=0.4, \kappa_{2}(0.5)=0.4, \delta=0 \\ & S e_{1}= 0.76, S p_{1}=0.72, S e_{2}=0.40, S p_{2}=0.943 \\ & \varepsilon_{1}=0.0480, \varepsilon_{0}=0.0206, p=25 \% \end{aligned}$ |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $n$ | Wald |  | Bootstrap |  | Bayesian |  |
|  | CP | AL | CP | AL | CP | AL |
| 25 | 0.990 | 0.811 | 0.988 | 0.624 | 0.999 | 0.826 |
| 50 | 0.978 | 0.683 | 0.998 | 0.598 | 0.994 | 0.691 |
| 100 | 0.962 | 0.499 | 0.967 | 0.466 | 0.985 | 0.522 |
| 200 | 0.955 | 0.353 | 0.963 | 0.340 | 0.981 | 0.381 |
| 300 | 0.944 | 0.288 | 0.943 | 0.280 | 0.965 | 0.314 |
| 400 | 0.960 | 0.250 | 0.962 | 0.244 | 0.980 | 0.274 |
| 500 | 0.946 | 0.223 | 0.945 | 0.219 | 0.966 | 0.246 |
| 1000 | 0.951 | 0.158 | 0.951 | 0.155 | 0.972 | 0.175 |


| $\kappa_{1}(0.9)=0.4, \kappa_{2}(0.9)=0.4, \delta=0$ |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $S e_{1}=0.943, S p_{1}=0.229, S e_{2}=0.70, S p_{2}=0.70$ |  |  |  |  |  |  |
| $\varepsilon_{1}=0.0200, \varepsilon_{0}=0.0343, p=50 \%$ |  |  |  |  |  |  |
| $\boldsymbol{n}$ | Wald |  | Bootstrap |  | Bayesian |  |
|  | CP | AL | CP | AL | CP | AL |
| 25 | 1 | 0.936 | 1 | 0.735 | 1 | 0.950 |
| 50 | 0.997 | 0.788 | 0.997 | 0.717 | 1 | 0.786 |
| 100 | 0.992 | 0.602 | 0.982 | 0.578 | 0.997 | 0.617 |
| 200 | 0.980 | 0.435 | 0.981 | 0.432 | 0.990 | 0.461 |
| 300 | 0.959 | 0.356 | 0.965 | 0.358 | 0.973 | 0.382 |
| 400 | 0.951 | 0.307 | 0.958 | 0.311 | 0.972 | 0.332 |
| 500 | 0.956 | 0.274 | 0.958 | 0.278 | 0.969 | 0.297 |
| 1000 | 0.956 | 0.193 | 0.958 | 0.196 | 0.970 | 0.210 |

If it is considered that $\kappa_{1}(c)>\kappa_{2}(c)$, the CPs are the same and the conclusions too. From the results, the following conclusions are obtained:
a) Wald CI. For $\delta=\{-0.6,-0.4\}$ the Wald CI fails for a small $(n \leq 50)$ and a moderate sample size $(n=100)$, and for a large sample size $(n \geq 200)$ the Wald CI does not fail. For $\delta=\{-0.2,0\}$ the Wald CI does not fail.
b) Bootstrap CI. In very general terms, for $\delta=\{-0.6,-0.4\}$ this CI fails when $n \leq$ 100 , and for $n \geq 200$ this interval does not fail. For $\delta=-0.2$ this CI fails for almost all the sample sizes, and for $\delta=0$ does not fail. When this CI does not fail, the AL is slightly lower than the Wald CI for $\delta=\{-0.2,0\}$, and slightly higher for $\delta=\{-0.6,-0.4\}$ and $n \geq 200$.
c) Bayesian CI. In very general terms, for $\delta=\{-0.6,-0.4\}$ this CI fails when $n \leq 50$, whereas for $n \geq 100$ this CI does not fail. For $\delta=\{-0.2,0\}$ this CI does not fail. Regarding the AL, in the situations in which it does not fail, the AL is slightly higher than the ALs of the Wald CI and of the bootstrap CI.

Similar conclusions are obtained when the dependence factors take high values. Therefore, regarding the effect of the dependence factors $\epsilon_{i}$ on the asymptotic behaviour of the CIs, in general terms they do not have a clear effect on the CPs of the CIs.

### 4.2. CIs for the ratio $\theta$

Tables 5 and 6 show some of the results obtained for $\theta=\{0.25,0.50,0.75,1\}$, considering the same scenarios as in Tables 3 and 4. As in the case of the previous CIs, it was considered that $\kappa_{1}(c) \leq \kappa_{2}(c)$, and the same conclusions are obtained if $\kappa_{1}(c)>\kappa_{2}(c)$. From the results, the following conclusions are obtained:
a) Wald CI. The Wald CI fails when $\theta=0.25$ and the sample size is small $(n \leq 50)$ or moderate ( $n=100$ ), and this CI does not fail for the rest of the values of $\theta$ and sample sizes.
b) Logarithmic CI. This CI fails when $\theta=\{0.25,0.50\}$ and $n \leq 200-300$ depending on the value of $\theta$. For $\theta=0.75$ this CI fails for some large sample sizes, and for $\theta=1$ it does not fail. This CI fails more than the Wald CI, and in the situations in which it does not fail, its AL is slightly higher than that of the Wald CI.
c) Fieller CI. This CI fails when $\theta=\{0.25,0.5\}$ and $n \leq 50$, and it does not fail for the rest of the values of $\theta$ and sample sizes. In general terms, when there are no failures, its AL is similar to that of the Wald and logarithmic CIs.
d) Bootstrap CI. This CI has numerous failures when $\theta=\{0.25,0.50,0.75\}$, whereas for $\theta=1$ it does not fail. When $\theta=1$, its AL is greater than that of the Wald and logarithmic CIs, especially when $n \leq 400$, and its AL is also slightly lower than that of the Fieller CI.
e) Bayesian CI. This CI only fails when $\theta=0.25$ and $n \leq 50$. When this CI does not fail, its AL is, in general terms, somewhat larger than that of the rest of the CIs.

Similar conclusions are obtained when the dependence factors take high values. Therefore, regarding the effect of the dependence factors on the CIs, in general terms they do not have a clear effect on the CPs of the CIs.

Table 5: Coverage probabilities (CPs) and average lengths (ALs) of the CIs for the ratio $\theta$ of the two weighted kappa coefficients (I).

| $\begin{gathered} \kappa_{1}(0.1)=0.2, \kappa_{2}(0.1)=0.8, \theta=0.25 \\ S e_{1}=0.484, S p_{1}=0.684, S e_{2}=0.852, S p_{2}=0.911 \\ \varepsilon_{1}=0.0359, \varepsilon_{0}=0.0306, p=50 \% \end{gathered}$ |  |  |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $n$ | Wald |  | Logarit. |  | Fieller |  | Bootstrap |  | Bayesian |  |
|  | CP | AL | CP | AL | CP | AL | CP | AL | CP | AL |
| 25 | 0.823 | 1.351 | 0.088 | 1.517 | 0.700 | 1.950 | 0.368 | 2.260 | 0.884 | 2.704 |
| 50 | 0.837 | 0.803 | 0.532 | 0.886 | 0.828 | 0.851 | 0.634 | 0.882 | 0.905 | 0.965 |
| 100 | 0.931 | 0.551 | 0.832 | 0.608 | 0.942 | 0.565 | 0.889 | 0.569 | 0.954 | 0.585 |
| 200 | 0.957 | 0.389 | 0.920 | 0.422 | 0.962 | 0.392 | 0.952 | 0.388 | 0.970 | 0.402 |
| 300 | 0.970 | 0.318 | 0.933 | 0.340 | 0.974 | 0.319 | 0.969 | 0.316 | 0.984 | 0.328 |
| 400 | 0.960 | 0.277 | 0.936 | 0.293 | 0.967 | 0.278 | 0.962 | 0.276 | 0.976 | 0.285 |
| 500 | 0.957 | 0.248 | 0.944 | 0.260 | 0.967 | 0.248 | 0.969 | 0.247 | 0.975 | 0.256 |
| 1000 | 0.945 | 0.175 | 0.963 | 0.179 | 0.944 | 0.176 | 0.943 | 0.175 | 0.953 | 0.182 |


| $\begin{gathered} \kappa_{1}(0.9)=0.2, \kappa_{2}(0.9)=0.8, \theta=0.25 \\ S e_{1}=0.28, S p_{1}=0.92, S e_{2}=0.82, S p_{2}=0.98 \\ \epsilon_{1}=0.0252, \epsilon_{0}=0.0092, p=10 \% \end{gathered}$ |  |  |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $n$ | Wald |  | Logarit. |  | Fieller |  | Bootstrap |  | Bayesian |  |
|  | CP | AL | CP | AL | CP | AL | CP | AL | CP | AL |
| 25 | 0.885 | 1.760 | 0.002 | 2.029 | 0.566 | 3.567 | 0.011 | 3.175 | 0.866 | 3.851 |
| 50 | 0.916 | 1.249 | 0.259 | 1.415 | 0.765 | 1.660 | 0.040 | 1.722 | 0.767 | 1.816 |
| 100 | 0.936 | 0.846 | 0.636 | 0.947 | 0.884 | 0.939 | 0.363 | 1.048 | 0.843 | 0.986 |
| 200 | 0.958 | 0.560 | 0.835 | 0.617 | 0.945 | 0.581 | 0.807 | 0.607 | 0.932 | 0.594 |
| 300 | 0.967 | 0.440 | 0.900 | 0.479 | 0.960 | 0.450 | 0.902 | 0.456 | 0.948 | 0.459 |
| 400 | 0.965 | 0.373 | 0.931 | 0.402 | 0.959 | 0.379 | 0.932 | 0.380 | 0.943 | 0.387 |
| 500 | 0.971 | 0.327 | 0.936 | 0.349 | 0.971 | 0.331 | 0.942 | 0.330 | 0.960 | 0.339 |
| 1000 | 0.950 | 0.227 | 0.941 | 0.235 | 0.950 | 0.228 | 0.949 | 0.227 | 0.955 | 0.234 |


| $\begin{gathered} \kappa_{1}(0.1)=0.4, \kappa_{2}(0.1)=0.8, \theta=0.5 \\ S e_{1}=0.804, S p_{1}=0.887, S e_{2}=0.82, S p_{2}=0.98 \\ \\ \epsilon_{1}=0.0723, \epsilon_{0}=0.0089, p=10 \% \end{gathered}$ |  |  |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $n$ | Wald |  | Logarit. |  | Fieller |  | Bootstrap |  | Bayesian |  |
|  | CP | AL | CP | AL | CP | AL | CP | AL | CP | AL |
| 25 | 0.918 | 1.141 | 0.835 | 1.259 | 0.893 | 2.824 | 0.543 | 1.157 | 0.906 | 2.310 |
| 50 | 0.959 | 1.021 | 0.859 | 1.119 | 0.939 | 1.518 | 0.897 | 1.140 | 0.978 | 1.710 |
| 100 | 0.961 | 0.619 | 0.922 | 0.655 | 0.949 | 0.693 | 0.880 | 0.670 | 0.975 | 0.828 |
| 200 | 0.962 | 0.395 | 0.947 | 0.406 | 0.959 | 0.409 | 0.914 | 0.400 | 0.977 | 0.470 |
| 300 | 0.955 | 0.315 | 0.951 | 0.320 | 0.956 | 0.321 | 0.928 | 0.312 | 0.976 | 0.363 |
| 400 | 0.953 | 0.271 | 0.949 | 0.274 | 0.952 | 0.274 | 0.935 | 0.265 | 0.975 | 0.308 |
| 500 | 0.951 | 0.240 | 0.950 | 0.242 | 0.953 | 0.242 | 0.932 | 0.234 | 0.971 | 0.271 |
| 1000 | 0.939 | 0.169 | 0.943 | 0.170 | 0.939 | 0.170 | 0.934 | 0.163 | 0.963 | 0.189 |


| $\begin{gathered} \kappa_{1}(0.5)=0.4, \kappa_{2}(0.5)=0.8, \theta=0.5 \\ S e_{1}=0.76, S p_{1}=0.72, S e_{2}=0.85, S p_{2}=0.95 \\ \epsilon_{1}=0.0570, \epsilon_{0}=0.0180, p=25 \% \end{gathered}$ |  |  |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $n$ | Wald |  | Logarit. |  | Fieller |  | Bootstrap |  | Bayesian |  |
|  | CP | AL | CP | AL | CP | AL | CP | AL | CP | AL |
| 25 | 0.997 | 1.328 | 0.918 | 1.493 | 0.966 | 2.222 | 0.901 | 2.463 | 0.999 | 2.825 |
| 50 | 0.983 | 0.780 | 0.924 | 0.848 | 0.966 | 0.855 | 0.925 | 0.894 | 0.995 | 1.057 |
| 100 | 0.977 | 0.488 | 0.957 | 0.510 | 0.969 | 0.501 | 0.952 | 0.498 | 0.990 | 0.586 |
| 200 | 0.958 | 0.323 | 0.956 | 0.329 | 0.957 | 0.327 | 0.940 | 0.320 | 0.981 | 0.372 |
| 300 | 0.958 | 0.257 | 0.954 | 0.260 | 0.957 | 0.259 | 0.945 | 0.252 | 0.978 | 0.292 |
| 400 | 0.948 | 0.221 | 0.947 | 0.222 | 0.948 | 0.221 | 0.936 | 0.215 | 0.966 | 0.249 |
| 500 | 0.954 | 0.196 | 0.953 | 0.197 | 0.954 | 0.196 | 0.943 | 0.190 | 0.972 | 0.220 |
| 1000 | 0.944 | 0.137 | 0.951 | 0.137 | 0.945 | 0.137 | 0.933 | 0.132 | 0.968 | 0.152 |

Table 6: Coverage probabilities (CPs) and average lengths (ALs) of the CIs for the ratio $\theta$ of the two weighted kappa coefficients (II).

| $\begin{gathered} \kappa_{1}(0.9)=0.6, \kappa_{2}(0.9)=0.8, \theta=0.75 \\ S e_{1}=0.62, S p_{1}=0.98, S e_{2}=0.911, S p_{2}=0.936 \\ \epsilon_{1}=0.0277, \epsilon_{0}=0.0094, p=5 \% \end{gathered}$ |  |  |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $n$ | Wald |  | Logarit. |  | Fieller |  | Bootstrap |  | Bayesian |  |
|  | CP | AL | CP | AL | CP | AL | CP | AL | CP | AL |
| 25 | 1 | 1.514 | 1 | 1.679 | 1 | 2.689 | 0.999 | 2.578 | 1 | 3.538 |
| 50 | 0.999 | 1.409 | 0.994 | 1.487 | 0.993 | 1.972 | 0.979 | 2.311 | 1 | 2.392 |
| 100 | 0.999 | 1.323 | 0.993 | 1.451 | 0.993 | 1.899 | 0.975 | 1.425 | 1 | 1.980 |
| 200 | 0.971 | 0.909 | 0.933 | 0.965 | 0.940 | 1.037 | 0.965 | 0.998 | 0.991 | 1.173 |
| 300 | 0.946 | 0.709 | 0.916 | 0.738 | 0.939 | 0.767 | 0.958 | 0.784 | 0.973 | 0.854 |
| 400 | 0.955 | 0.583 | 0.933 | 0.599 | 0.944 | 0.601 | 0.959 | 0.620 | 0.977 | 0.679 |
| 500 | 0.943 | 0.506 | 0.925 | 0.516 | 0.931 | 0.516 | 0.961 | 0.551 | 0.969 | 0.579 |
| 1000 | 0.947 | 0.341 | 0.945 | 0.344 | 0.943 | 0.344 | 0.969 | 0.375 | 0.969 | 0.377 |

$$
\begin{gathered}
\kappa_{1}(0.1)=0.6, \kappa_{2}(0.1)=0.8, \theta=0.75 \\
S e_{1}=0.195, S p_{1}=0.995, S e_{2}=0.477, S p_{2}=0.987 \\
\epsilon_{1}=0.0509, \epsilon_{0}=0.0026, p=25 \%
\end{gathered}
$$

| $\boldsymbol{n}$ | Wald |  | Logarit. |  | Fieller |  | Bootstrap |  | Bayesian |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | CP | AL | CP | AL | CP | AL | CP | AL | CP | AL |
| 25 | 1 | 1.687 | 1 | 1.924 | 1 | 4.747 | 1 | 2.676 | 1 | 4.561 |
| 50 | 1 | 1.266 | 1 | 1.400 | 1 | 2.837 | 1 | 1.609 | 1 | 2.308 |
| 100 | 0.999 | 0.865 | 0.997 | 0.923 | 0.997 | 0.946 | 0.998 | 0.945 | 1 | 1.188 |
| 200 | 0.992 | 0.565 | 0.990 | 0.583 | 0.986 | 0.579 | 0.975 | 0.618 | 0.997 | 0.700 |
| 300 | 0.971 | 0.444 | 0.990 | 0.452 | 0.976 | 0.449 | 0.958 | 0.493 | 0.992 | 0.536 |
| 400 | 0.971 | 0.375 | 0.985 | 0.380 | 0.972 | 0.378 | 0.960 | 0.420 | 0.989 | 0.448 |
| 500 | 0.966 | 0.328 | 0.976 | 0.331 | 0.971 | 0.331 | 0.964 | 0.371 | 0.987 | 0.390 |
| 1000 | 0.955 | 0.223 | 0.965 | 0.224 | 0.960 | 0.224 | 0.976 | 0.255 | 0.986 | 0.258 |


| $\begin{gathered} \kappa_{1}(0.5)=0.4, \kappa_{2}(0.5)=0.4, \theta=1 \\ S e_{1}=0.76, S p_{1}=0.72, S e_{2}=0.40, S p_{2}=0.943 \\ \epsilon_{1}=0.0480, \epsilon_{0}=0.0206, p=25 \% \end{gathered}$ |  |  |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $n$ | Wald |  | Logarit. |  | Fieller |  | Bootstrap |  | Bayesian |  |
|  | CP | AL | CP | AL | CP | AL | CP | AL | CP | AL |
| 25 | 0.979 | 1.627 | 0.999 | 1.835 | 0.990 | 5.762 | 0.977 | 2.244 | 0.999 | 3.650 |
| 50 | 0.953 | 1.525 | 0.991 | 1.708 | 0.977 | 3.028 | 0.981 | 2.173 | 0.995 | 2.728 |
| 100 | 0.941 | 1.350 | 0.983 | 1.467 | 0.962 | 2.342 | 0.956 | 1.703 | 0.984 | 2.051 |
| 200 | 0.953 | 0.972 | 0.971 | 1.014 | 0.955 | 1.212 | 0.960 | 1.091 | 0.979 | 1.251 |
| 300 | 0.950 | 0.770 | 0.953 | 0.790 | 0.944 | 0.851 | 0.941 | 0.825 | 0.965 | 0.931 |
| 400 | 0.955 | 0.658 | 0.969 | 0.670 | 0.960 | 0.705 | 0.959 | 0.694 | 0.980 | 0.776 |
| 500 | 0.951 | 0.582 | 0.954 | 0.590 | 0.947 | 0.612 | 0.943 | 0.607 | 0.965 | 0.678 |
| 1000 | 0.952 | 0.403 | 0.955 | 0.406 | 0.951 | 0.413 | 0.950 | 0.410 | 0.972 | 0.458 |


| $\begin{gathered} \kappa_{1}(0.9)=0.4, \kappa_{2}(0.9)=0.4, \theta=1 \\ S e_{1}=0.943, S p_{1}=0.229, S e_{2}=0.70, S p_{2}=0.70 \\ \epsilon_{1}=0.0200, \epsilon_{0}=0.0343, p=50 \% \end{gathered}$ |  |  |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $n$ | Wald |  | Logarit. |  | Fieller |  | Bootstrap |  | Bayesian |  |
|  | CP | AL | CP | AL | CP | AL | CP | AL | CP | AL |
| 25 | 1 | 1.857 | 1 | 2.233 | 1 | 4.483 | 1 | 2.595 | 1 | 4.216 |
| 50 | 0.999 | 1.762 | 0.999 | 2.134 | 0.997 | 3.455 | 0.979 | 1.943 | 1 | 3.294 |
| 100 | 0.995 | 1.685 | 0.997 | 1.876 | 0.992 | 2.338 | 0.974 | 1.770 | 0.997 | 2.396 |
| 200 | 0.983 | 1.195 | 0.988 | 1.278 | 0.980 | 1.345 | 0.980 | 1.268 | 0.990 | 1.445 |
| 300 | 0.964 | 0.943 | 0.982 | 0.986 | 0.959 | 1.003 | 0.965 | 0.989 | 0.971 | 1.093 |
| 400 | 0.957 | 0.803 | 0.976 | 0.828 | 0.951 | 0.838 | 0.957 | 0.839 | 0.971 | 0.913 |
| 500 | 0.954 | 0.709 | 0.970 | 0.726 | 0.956 | 0.733 | 0.960 | 0.739 | 0.970 | 0.801 |
| 1000 | 0.956 | 0.491 | 0.964 | 0.496 | 0.956 | 0.499 | 0.959 | 0.505 | 0.969 | 0.545 |

### 4.3. CIs with a small sample

The results of the simulation experiments have shown that the CIs may fail when the sample size is small $(n=25-50)$. A classic solution to this problem is adding the correction 0.5 to each observed frequency, as is frequent in the analysis of $2 \times 2$ tables. To assess this procedure, the same simulation experiments as before were carried out for $n=\{25,50,100\}$ adding the value 0.5 to all of the observed frequencies $s_{i j}$ and $r_{i j}$. Table 7 shows some of the results obtained for the CIs for the ratio $\theta$. The results for the difference $\delta$ are not shown since, although this method improves the CP of the CIs, these intervals continue to fail when they failed without adding the correction. The results for $n=100$ are not shown either, since these are very similar to those obtained without adding the correction. As conclusions, in general terms, it holds that: a) the Wald CI for $\theta$ does not fail, its CP is $100 \%$ or very close to $100 \%$, and its AL is lower than the rest of the intervals when these do not fail; b) the logarithmic, Fieller, Bootstrap and Bayesian CIs may continue to fail when $\theta=0.25$. Consequently, when the sample size is small one must use the Wald CI for $\theta$ adding the value 0.5 to all of the observed frequencies.

Table 7: Coverage probabilities (CPs) and average lengths (ALs) of the CIs for $\theta$ with small samples.

| $\begin{gathered} \kappa_{1}(0.9)=0.2, \kappa_{2}(0.9)=0.8, \theta=0.25 \\ S e_{1}=0.28, S p_{1}=0.92, S e_{2}=0.82, S p_{2}=0.98 \\ \epsilon_{1}=0.0252, \epsilon_{0}=0.00092, p=10 \% \end{gathered}$ |  |  |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $n$ | Wald |  | Logarit. |  | Fieller |  | Bootstrap |  | Bayesian |  |
|  | CP | AL | CP | AL | CP | AL | CP | AL | CP | AL |
| 25 | 0.999 | 1.808 | 0.008 | 1.960 | 0.653 | 3.014 | 0.145 | 2.150 | 0.783 | 3.531 |
| 50 | 0.940 | 1.287 | 0.262 | 1.464 | 0.768 | 1.710 | 0.556 | 1.440 | 0.768 | 1.813 |


| $\begin{gathered} \kappa_{1}(0.5)=0.4, \kappa_{2}(0.5)=0.8, \theta=0.5 \\ S e_{1}=0.76, S p_{1}=0.72, S e_{2}=0.85, S p_{2}=0.95 \\ \epsilon_{1}=0.0570, \epsilon_{0}=0.0180, p=25 \% \end{gathered}$ |  |  |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $n$ | Wald |  | Logarit. |  | Fieller |  | Bootstrap |  | Bayesian |  |
|  | CP | AL | CP | AL | CP | AL | CP | AL | CP | AL |
| 25 | 1 | 1.458 | 0.961 | 1.659 | 0.984 | 2.332 | 0.940 | 1.897 | 1 | 3.118 |
| 50 | 0.992 | 0.836 | 0.960 | 0.913 | 0.982 | 0.932 | 0.962 | 0.869 | 0.997 | 1.141 |


| $\begin{gathered} \kappa_{1}(0.9)=0.6, \kappa_{2}(0.9)=0.8, \theta=0.75 \\ S e_{1}=0.62, S p_{1}=0.98, S e_{2}=0.911, S p_{2}=0.936 \\ \epsilon_{1}=0.0277, \epsilon_{0}=0.0094, p=5 \% \end{gathered}$ |  |  |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $n$ | Wald |  | Logarit. |  | Fieller |  | Bootstrap |  | Bayesian |  |
|  | CP | AL | CP | AL | CP | AL | CP | AL | CP | AL |
| 25 | 1 | 1.812 | 1 | 2.073 | 1 | 3.554 | 1 | 2.425 | 1 | 4.053 |
| 50 | 1 | 1.593 | 1 | 1.789 | 1 | 2.564 | 0.999 | 2.067 | 1 | 2.682 |


| $\begin{gathered} \kappa_{1}(0.9)=0.4, \kappa_{2}(0.9)=0.4, \theta=1 \\ S e_{1}=0.943, S p_{1}=0.229, S e_{2}=0.70, S p_{2}=0.70 \\ \epsilon_{1}=0.0200, \epsilon_{0}=0.0343, p=50 \% \end{gathered}$ |  |  |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $n$ | Wald |  | Logarit. |  | Fieller |  | Bootstrap |  | Bayesian |  |
|  | CP | AL | CP | AL | CP | AL | CP | AL | CP | AL |
| 25 | 1 | 1.896 | 1 | 2.140 | 1 | 4.727 | 1 | 2.571 | 1 | 4.234 |
| 50 | 1 | 1.798 | 1 | 1.991 | 1 | 3.211 | 1 | 2.418 | 1 | 3.242 |

### 4.4. Rules of application

The CIs for the difference and for the ratio of the two weighted kappa coefficients compare both parameters, and therefore we can decide which method is preferable to make this comparison. Once we have studied the coverage probabilities and the average lengths of the CIs for $\delta=\kappa_{1}(c)-\kappa_{2}(c)$ and for $\theta=\kappa_{1}(c) / \kappa_{2}(c)$, from the results obtained some general rules of application can be given for the CIs in terms of sample size. These rules are based on the failures and on the coverage probabilities, since the average lengths of the CIs for the difference and for the ratio cannot be compared as they are different intervals. In terms of sample size $n$ :
a) If $n$ is small $(n<100)$, use the Wald CI for $\theta$ increasing the frequencies $s_{i j}$ and $r_{i j}$ in 0.5 .
b) If $100 \leq n \leq 400$, use the Wald CI for the ratio $\theta$ without adding 0.5 .
c) If $n \geq 500$, use any of the CIs (for the difference or for the ratio) proposed in Section 3.2 without adding 0.5.

In general terms, if the sample size is small, the Wald CI calculated adding 0.5 to each observed frequency does not fail. In this situation, its AL increases in relation to the Wald CI without adding 0.5 , but its CP also increases meaning that the interval does not fail. When $100 \leq n \leq 400$ the CI that behaves best (fewest failures and its CP shows better fluctuations around $95 \%$ ) is the Wald CI for the ratio $\theta$. When the sample size is very large ( $n \geq 500$ ), there is no important difference between the asymptotic behaviour of the proposed CIs, and therefore any one of them can be used. When the sample size is small, $(n \leq 50)$ the CIs may fail, especially when the difference between the two weighted kappa coefficients is not small.

## 5. SAMPLE SIZE

The determination of the sample size to compare parameters of two BDTs is a topic of interest. We then propose a method to calculate the sample size to estimate the ratio $\theta$ between two weighted kappa coefficients with a precision $\phi$ and a confidence $100(1-\alpha) \%$. This method is based on the Wald CI for $\theta$, which is, in general terms, the interval with the best asymptotic behaviour. Furthermore, this method requires a pilot sample (or another previous study) from which we calculate estimations of all of the parameters ( $S e_{h}, S p_{h}, \epsilon_{1}, \epsilon_{0}$ and $p$, and consequently of $\left.\kappa_{h}(c)\right)$ and the Wald CI for $\theta$. If the pilot sample size is not small and the Wald CI for $\theta$ calculated from this sample contains the value 1 , it makes no sense to determine the sample size necessary to estimate how much bigger one weighted kappa coefficient is than the other one, as the equality between both is not rejected. Nevertheless, if the pilot sample is small and the Wald CI (adding 0.5) contains the value 1 , it may be useful to calculate the sample size to estimate the ratio $\theta$. In this situation, the Wald CI (adding 0.5 ) will be very wide (as the pilot sample is small) and may contain the value 1 even if $\kappa_{1}(c)$ and $\kappa_{2}(c)$ are different. Let us considerer that $\kappa_{2}(c) \geq \kappa_{1}(c)$ and therefore $\theta \leq 1$, and let $\phi$ be the precision set by the researcher. As it has been assumed that $\theta \leq 1$, then $\phi$ must be lower than one, and if we want to have a high level of precision then $\phi$ must be a small value.

On the other and, based on the asymptotic normality of $\hat{\theta}=\hat{\kappa}_{1}(c) / \hat{\kappa}_{2}(c)$ it is verified that $\hat{\theta} \in \theta \pm z_{1-\alpha / 2} \sqrt{\operatorname{Var}(\hat{\theta})}$, i.e. the probability of obtaining an estimator $\hat{\theta}$ is in this interval with a probability $100(1-\alpha) \%$. Setting a precision $\phi$, we can then calculate the sample size $n$ from

$$
\begin{equation*}
\phi=z_{1-\alpha / 2} \sqrt{\operatorname{Var}(\hat{\theta})} \tag{5.1}
\end{equation*}
$$

where

$$
\operatorname{Var}(\hat{\theta}) \approx \frac{\kappa_{2}^{2}(c) \operatorname{Var}\left[\hat{\kappa}_{1}(c)\right]+\kappa_{1}^{2}(c) \operatorname{Var}\left[\hat{\kappa}_{2}(c)\right]-2 \kappa_{1}(c) \kappa_{2}(c) \operatorname{Cov}\left[\hat{\kappa}_{1}(c), \hat{\kappa}_{2}(c)\right]}{\kappa_{2}^{4}(c)}
$$

In the Appendix B of the supplementary material, we can see how this expression is obtained. This variance depends on the weighted kappa coefficients and on their respective variances and covariance. Furthermore, the variances $\operatorname{Var}\left[\hat{\kappa}_{h}(c)\right]$ and the covariance $\operatorname{Cov}\left[\hat{\kappa}_{1}(c), \hat{\kappa}_{2}(c)\right]$ (their expressions can be seen in the Appendix B of the supplementary material) depend, among other parameters, on the sample size $n$. Consequently, it is possible to use this relation to calculate the sample size to estimate the ratio $\theta$. Substituting in the equation of $\operatorname{Var}(\hat{\theta})$ the variances and the covariance with its respective expressions, substituting the parameters with their estimators and clearing $n$ in equation (5.1), it is obtained that

$$
\begin{align*}
n=\frac{z_{1-\alpha / 2}^{2} \hat{\theta}^{2}}{\phi^{2} \hat{p}^{3} \hat{q}^{3}}\{ & \sum_{h=1}^{2}\left[\frac{\hat{a}_{h 1}^{2} \hat{S}_{e}\left(1-\hat{S} e_{h}\right) \hat{q}+\hat{a}_{h 2}^{2} \hat{S}_{p h}\left(1-\hat{S} p_{h}\right) \hat{p}+\hat{a}_{h 3}^{2} \hat{p}^{2} \hat{q}^{2}}{\hat{Y}_{h}^{2}}\right]  \tag{5.2}\\
& \left.-\frac{2}{\hat{Y}_{1} \hat{Y}_{2}}\left[\hat{a}_{11} \hat{a}_{21} \hat{\varepsilon} 1 \hat{q}+\hat{a}_{12} \hat{a}_{22} \hat{\varepsilon}_{0} \hat{p}+\hat{a}_{13} \hat{a}_{23} \hat{p}^{2} \hat{q}^{2}\right]\right\}
\end{align*}
$$

where $\quad \hat{a}_{h 1}=\hat{p} \hat{q}-\hat{p}(\hat{q}-c) \hat{\kappa}_{h}(c), \quad \hat{a}_{h 2}=\hat{a}_{h 1}+(\hat{q}-c) \hat{\kappa}_{h}(c) \quad$ and $\quad \hat{a}_{h 3}=(1-2 \hat{p}) \hat{Y}_{h}-$ $\left[(1-c-2 \hat{p}) \hat{Y}_{h}+\hat{S} p_{h}+c-1\right] \hat{\kappa}_{h}(c)$, with $h=1,2$. This method requires us to know $\hat{S} e_{h}$, $\hat{S} p_{h}, \hat{\epsilon}_{1}, \hat{\epsilon}_{0}$ and $\hat{p}$ (and therefore $\hat{\kappa}_{h}(c)$ ), for example obtained from a pilot sample or from previous studies. The procedure to calculate the sample size consists of the following Steps:

1. Take pilot samples sized $n^{\prime}$ (in general terms, $n^{\prime} \geq 100$ to be able to calculate the Wald CI without adding 0.5 or use the Wald CI adding 0.5 to the frequencies if $n$ is small), and from this sample calculate $\hat{S} e_{h}, \hat{S} p_{h}, \hat{\epsilon}_{1}, \hat{\epsilon}_{0}, \hat{p}$ and $\hat{\kappa}_{h}(c)$, and a then calculate the Wald CI for $\theta$. If the Wald CI calculated has a precision $\phi$, i.e. if $\frac{\text { Upper limit-Lower limit }}{2} \leq \phi$, then with the pilot sample the precision has been reached and the process has finished ( $\theta$ has been estimated with a precision $\phi$ to a confidence $100(1-\alpha) \%$ ); if this is not the case, go to the following Step.
2. From the estimations obtained in Step 1, calculate the new sample size $n$ applying equation (5.2).
3. Take the sample of $n$ individuals ( $n-n^{\prime}$ is added to the pilot sample), and from the new sample we calculate $\hat{S} e_{h}, \hat{S} p_{h}, \hat{\epsilon}_{1}, \hat{\epsilon}_{0}, \hat{p}, \hat{\kappa}_{h}(c)$ and the Wald CI for $\theta$. If the Wald CI calculated has a precision $\phi$, then with the new sample the precision has been reached and the process has finished. If the Wald CI does not have the required precision, then this new sample is considered as a pilot sample and the process starts again at Step 1. In this situation, the new sample has a size $n$ calculated in Step 2, i.e. we add $n-n^{\prime}$ individuals to the initial pilot sample ( $\operatorname{sized} n^{\prime}$ ). Therefore, the process starts again at Step 1 considering the new sample as the pilot sample and from this sample we calculate the values of the estimators and the Wald CI.

The method to calculate the sample size is an iterative method which depends on the pilot sample and which does not guarantee that $\theta$ will be estimated with the required precision. Each time that the previous process (Steps 1-3) is repeated, we calculate (starting from an initial sample) the new sample size to estimate $\theta$, i.e. we calculate the number of individuals that must be added to the initial sample to obtain a new sample. Therefore, this process adjusts the size of the initial pilot sample, adding (in each iteration of the process: Steps 1-3) the number of individuals necessary to obtain the right sample size to estimate $\theta$ with the precision required. The programme in R described in the Section 6 allows us to calculate the sample size to estimate $\theta$.

If the Wald CI for $\theta$ is higher than one, the BDTs can always be permuted and $\theta$ will then be lower than one. Another alternative consists of setting a value for a precision $\phi^{\prime}$, in a similar way to the previous situation when $\theta \leq 1$, and then apply the equation (5.2) with $\phi=\hat{\theta}^{2} \phi^{\prime}$, where $\hat{\theta}=\hat{\kappa}_{1}(c) / \hat{\kappa}_{2}(c) \leq 1$. This is due to the fact that if $\left(L_{\theta}, U_{\theta}\right)$ is the Wald CI for $\theta=\kappa_{1}(c) / \kappa_{2}(c) \leq 1$ then the Wald CI for $\theta^{\prime}=1 / \theta=\kappa_{2}(c) / \kappa_{1}(c)$ is $\left(L_{\theta} / \hat{\theta}^{2}, U_{\theta} / \hat{\theta}^{2}\right)$. It is easy to check that the calculated value of the sample size $n$ is the same both if $\theta \leq 1$ (with precision $\phi$ ) and if $\theta>1$ (with precision $\phi=\hat{\theta}^{2} \phi^{\prime}$ ).

Simulation experiments were carried out to study the effect that the pilot sample has on the calculation of the sample size. These experiments consisted of generating $N=10,000$ random samples of multinomial distributions considering the same scenarios as those given in Tables 5 and 6. The equation of the sample size depends on the values of the estimators, which in turn depend on the pilot sample. Consequently, the pilot sample may have an effect on the sample size calculated. To study this effect, the simulation experiments consisted of the following Steps:

1. Calculate the sample size $n$ from the values of the parameters set in the different scenarios considered. Therefore, equation (5.2) was applied using the values of the parameters (instead of their estimators).
2. Generate the $N$ multinomial random samples sized $n$ calculating the probabilities from equations (3.1) and (3.2), using the values of the previous parameters, and as $\varepsilon_{i}$ we considered low values ( $25 \%$ ), intermediate values ( $50 \%$ ) and high values ( $80 \%$ ). From each one of the $N$ random samples, $\hat{S} e_{h}, \hat{S} p_{h}, \hat{\varepsilon}_{1}, \hat{\varepsilon}_{0}$ and $\hat{p}$ (and therefore $\hat{\kappa}_{h}(c)$ ) were calculated, and then we calculated the sample size $n^{\prime}{ }_{i}$ applying equation (5.2).
3. For each scenario, the average sample size and the relative bias were calculated, i.e. $\bar{n}=\sum n^{\prime} i^{\prime} N$ and $R B\left(n^{\prime}\right)=(\bar{n}-n) / n$.

Table 8 shows some of the results obtained. The relative biases are very small, which indicates that the equation of the calculation of the sample size provides robust values, and therefore the choice of the pilot sample does not have an important effect on the calculation of the sample size.

Table 8: Effect of the pilot sample on the sample size.

| $\kappa_{1}(0.1)=0.2$ |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $(0.1)=0.8 \theta=0.25$ |  |  |  |  |  |  |
|  | $S e_{1}=0.484 S p_{1}=0.684$ | $S e_{2}=0.852 S p_{2}=0.911 p=50 \%$ |  |  |  |  |
|  | $\epsilon_{1}=0.0179$ | $\epsilon_{0}=0.0153$ | $\epsilon_{1}=0.0359$ | $\epsilon_{0}=0.0306$ | $\epsilon_{1}=0.0574$ | $\epsilon_{0}=0.0489$ |
|  | $\phi=0.05$ | $\phi=0.10$ | $\phi=0.05$ | $\phi=0.10$ | $\phi=0.05$ | $\phi=0.10$ |
| Sample size | 3170 | 793 | 3066 | 767 | 2942 | 736 |
| Average sample size | 3173 | 795 | 3068 | 769 | 2946 | 738 |
| Relative bias (\%) | 0.095 | 0.252 | 0.065 | 0.261 | 0.136 | 0.272 |


| $\begin{aligned} \kappa_{1}(0.9)=0.2 \kappa_{2}(0.9)=0.8 \theta & =0.25 \\ S e_{1}=0.28 S p_{1}=0.92 S e_{2}=0.82 S p_{2} & =0.98 p=10 \% \end{aligned}$ |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $\epsilon_{1}=0.0126 \epsilon_{0}=0.0046$ |  | $\epsilon_{1}=0.0252 \epsilon_{0}=0.0092$ |  | $\epsilon_{1}=0.0403 \epsilon_{0}=0.0147$ |  |
|  | $\phi=0.05$ | $\phi=0.10$ | $\phi=0.05$ | $\phi=0.10$ | $\phi=0.05$ | $\phi=0.10$ |
| Sample size | 5104 | 1276 | 4947 | 1237 | 4758 | 1190 |
| Average sample size | 5113 | 1287 | 4948 | 1246 | 4759 | 1218 |
| Relative bias (\%) | 0.18 | 0.83 | 0.02 | 0.73 | 0.02 | 2.35 |

## 6. PROGRAMME citwkc

A programme has been written in R and called "citwkc" (Confidence Intervals for Two Weighted Kappa Coefficients) which allows us to calculate the CIs proposed in Section 3 and the sample size proposed in Section 5. The programme runs with the command

$$
\operatorname{citwkc}\left(s_{11}, s_{10}, s_{01}, s_{00}, r_{11}, r_{10}, r_{01}, r_{00}, \operatorname{cindex}, \operatorname{preci}=0, \operatorname{conf}=0.95\right)
$$

where cindex is the weighting index, preci is the precision that is needed to calculate the sample size and conf is the level of confidence (by default $95 \%$ ). By default preci $=0$, and the programme does not calculate the sample size, and only calculates it when preci>0. In this situation $($ preci $>0)$, the programme checks if it is necessary to calculate the sample size. The programme checks that the values of the frequencies and of the parameters are viable (e.g. that there are no negative values, frequencies with decimals, etc,), and also checks that it is possible to estimate all of the parameters and their variances-covariances. For the intervals obtained applying the bootstrap method, 2,000 samples with replacement are generated, and for the Bayesian intervals 10,000 random samples are generated. The results obtained on running the programme are saved in file called "Results_citwkc.txt" in the same folders from where the programme is run. The program is available for free at URL:
https://www.ugr.es/local/bioest/software/cmd.php?seccion=mdb

## 7. APPLICATION

The results obtained have been applied to the study by Batwala et al. (2010) [2] on the diagnosis of malaria. Batwala et al. have applied the Expert Microscopy Test and the HRP2-Based Rapid Diagnostic Test to a sample of 300 individuals using the PCR as the GS. The observed frequencies of this study are shown in Table 9 , where the $T_{1}$ models the result of the Expert Microscopy Test, $T_{2}$ models the result of the HRP2-Based Rapid Diagnostic Test and $D$ models the result of the PCR. In this example, $\hat{S} e_{1}=46.07 \%, \hat{S} p_{1}=97.16 \%, \hat{S} e_{2}=$ $91.01 \%$ and $\hat{S} p_{2}=86.26 \%$, and therefore $r \widehat{T P F_{12}}=0.506$ and $r \widehat{F P F_{12}}=0.207$. Applying the equation (2.5) it holds that $c^{\prime}=0.1902$. As $r \widehat{T P F_{12}}<1$ and $r \widehat{F P F}_{12}<1$, applying the rule c) given in Section 2, it holds that $\hat{\kappa}_{1}(c)>\hat{\kappa}_{2}(c)$ for $0 \leq c<0.1902$ and that $\hat{\kappa}_{1}(c)<$ $\hat{\kappa}_{2}(c)$ for $0.1902<c \leq 1$. Applying the rules given in Section 4 , as $n=300<400$ then it is necessary to use the Wald CI for the ratio $\theta$. Table 10 shows the values of $\hat{\kappa}_{h}(c), \hat{\delta}$, $\hat{\theta}$ and the $95 \%$ CIs for $\theta$ when $c=\{0.1,0.1902,0.2, \ldots, 0.8,0.9\}$. The results were obtained running the programme "citwkc" with the command "citwkc ( $41,0,40,8,5,1,24,181, c)$ " taking $c=\{0.1,0.1902,0.2, \ldots, 0.8,0.9\}$.

Table 9: Observed frequencies of the study of Batwala et al..

| Frequencies |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  | $T_{1}=1$ |  | $T_{1}=0$ |  |  |
|  | $T_{2}=1$ | $T_{2}=0$ | $T_{2}=1$ | $T_{2}=0$ | Total |
| $D=1$ | 41 | 0 | 40 | 8 | 89 |
| $D=0$ | 5 | 1 | 24 | 181 | 211 |
| Total | 46 | 1 | 64 | 189 | 300 |

Table 10: CIs for the ratio $\theta=\kappa_{1}(c) / \kappa_{2}(c)$.

| $\mathbf{c}$ | $\hat{\kappa}_{1}(c)$ | $\hat{\kappa}_{2}(c)$ | $\hat{\delta}$ | Wald | Logarithmic | Fieller | Bootstrap | Bayesian |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 0.1 | 0.726 | 0.642 | 1.131 | $0.925,1.335$ | $0.943,1.355$ | $0.940,1.357$ | $0.926,1.344$ | $0.883,1.393$ |
| 0.1902 | 0.659 | 0.659 | 1 | $0.811,1.189$ | $0.828,1.208$ | $0.823,1.206$ | $0.817,1.204$ | $0.776,1.234$ |
| 0.2 | 0.653 | 0.661 | 0.988 | $0.800,1.174$ | $0.817,1.194$ | $0.812,1.192$ | $0.808,1.192$ | $0.766,1.219$ |
| 0.3 | 0.593 | 0.681 | 0.871 | $0.695,1.046$ | $0.711,1.065$ | $0.704,1.059$ | $0.701,1.065$ | $0.673,1.083$ |
| 0.4 | 0.543 | 0.701 | 0.775 | $0.609,0.939$ | $0.625,0.958$ | $0.615,0.948$ | $0.615,0.952$ | $0.593,0.971$ |
| 0.5 | 0.501 | 0.723 | 0.693 | $0.537,0.847$ | $0.553,0.866$ | $0.541,0.854$ | $0.541,0.857$ | $0.525,0.877$ |
| 0.6 | 0.464 | 0.747 | 0.621 | $0.476,0.768$ | $0.492,0.786$ | $0.479,0.772$ | $0.481,0.776$ | $0.468,0.799$ |
| 0.7 | 0.433 | 0.772 | 0.561 | $0.425,0.698$ | $0.440,0.716$ | $0.426,0.701$ | $0.430,0.707$ | $0.418,0.727$ |
| 0.8 | 0.406 | 0.799 | 0.508 | $0.380,0.637$ | $0.395,0.654$ | $0.381,0.639$ | $0.384,0.644$ | $0.375,0.667$ |
| 0.9 | 0.382 | 0.827 | 0.462 | $0.341,0.582$ | $0.356,0.599$ | $0.342,0.584$ | $0.347,0.594$ | $0.339,0.611$ |

For $c=\{0.1,0.1902,0.2,0.3\}$, the Wald CI for $\theta$ contains the value 1 , and therefore in these cases we do not reject the equality of the weighted kappa coefficients of the Expert Microscopy Test and of the HRP2-Based Rapid Diagnostic Test. Therefore, when the clinician
considers that a false positive is 9,4 or 2.33 times more important than a false negative, we do not reject the equality between the weighted kappa coefficients of the Expert Microscopy Test and of the HRP2-Based Rapid Diagnostic Test in the population studied. The rest of the intervals for $\theta$ also contain the value 1.

For $c=\{0.4,0.5, \ldots, 0.8,0.9\}$, the Wald CI $\theta$ does not contain the value 1 , and therefore in all of these cases we reject the equality of the weighted kappa coefficients of the Expert Microscopy Test and of the HRP2-Based Rapid Diagnostic Test in the population studied. Therefore, the clinician considers that $0.5<c \leq 0.9$, i.e. a false negative is more important than a false positive (as happens in the situation in which the diagnostic tests are applied as screening tests), the weighted kappa coefficient of the HRP2-Based Rapid Diagnostic Test is significantly greater than the weighted kappa coefficient of the Expert Microscopy Test in the population studied. The same conclusion is obtained when the clinician considers that a false positive and a false negative have the same importance $(c=0.5)$. If the clinician considers that a false positive is 1.5 times greater than a false negative (i.e. $c=0.4$ ), then the same conclusion is obtained. The rest of the CIs for $\theta$ do not contain the value 1. For example, considering $c=0.9$, it is concluded that in the population being studied the beyond-chance agreement between the HRP2-Based Rapid Diagnostic Test and the PCR is, with a confidence of $95 \%$, a value between $1.72(1 / 0.582 \approx 1.72)$ and $2.94(1 / 0.341 \approx 2.94)$ times greater than the beyond-chance agreement between the Expert Microscopy Test and the PCR.

In order to illustrate the method to calculate the sample size presented in Section 5 we will consider that $c=0.9$, and therefore that the two BDTs are applied as a screening test. In this situation, the $95 \%$ Wald CI for $\theta$ is $(0.341,0.582)$, and the precision is 0.1205. As an example, we will consider that the clinician wishes to estimate the ratio between the two weighted kappa coefficients with a precision $\phi=0.10$. As with the sample of 300 individuals the desired precision $(\phi=0.10<0.1205)$ was not achieved, then using this sample as a pilot sample and running the programme "citwkc" with the command "citwkc $(41,0,40,8,5,1,24,181,0.9,0.1)$ " it holds that $n=435$. Therefore, to the sample pilot of 300 individuals we must add 135 more. Once the new sample has been taken, it is necessary to check that the precision $\phi=0.10$ is verified.

## 8. DISCUSSION

The weighted kappa coefficient of a BDT is a measure of the beyond-chance agreement between the BDT and the GS, and depends on the sensitivity and specificity of the BDT, on the disease prevalence and on the weighting index. The weighted kappa coefficient is a parameter that is used to assess and compare the performance of BDTs. In this article, we have studied the comparison of the weighted kappa coefficients of two BDTs through confidence intervals when the sample design is paired. Three intervals have been studied for the difference of the two weighted kappa coefficients and five more intervals for the ratio of the two parameters. All the intervals studied are asymptotic and simulation experiments have been carried out to study their coverage probabilities and average lengths subject to different scenarios and for different sample sizes. Based on the results of the simulation experiments, some general rules of application have been given. When the sample size is moderate $(n=100)$ or large $(n=200-400)$ it is preferable to compare the two weighted
kappa coefficients through an interval for the ratio, and when the sample size is very large ( $n \geq 500$ ) the two weighted kappa coefficients can be compared through the difference or the ratio. When the sample size is small $(n \leq 50)$, the interval with the best behaviour is the Wald CI for the ratio $\theta$ adding 0.5 to all of the observed frequencies. Adding 0.5 to all of the frequencies does not improve the behaviour of the intervals for the difference $\delta$, since these continue to fail when they failed without adding the value 0.5 . This question may be due to the fact that the ratio $\hat{\theta}$ converges more quickly to the normal distribution than the difference $\hat{\delta}$. In the simulation experiments, the asymptotic behaviour of the Bayesian CIs has been studied using the $\operatorname{Beta}(1,1)$ distribution as prior distribution for all of the parameters. The choice of the values of the hyperparameters of the Beta distribution will depend on the previous information that the researcher has. If the researcher has some information and wants this information to have some weight in the data, then it is possible to use higher values of $\alpha$ and $\beta$, i.e. considering a $\operatorname{Beta}(\alpha, \beta)$ distribution with $\alpha, \beta>1$. The increase in $\alpha$ and $\beta$ adds information and decreases the variance and, therefore, there is less uncertainty about the parameter. If the researcher does not want this information to have a great weight in the posteriori distribution, then the researcher chooses moderate values of $\alpha$ and $\beta$ which are consistent with the information available, i.e. the average should be compatible with that information. To assess the effect that the Beta distribution has on the asymptotic behaviour of the Bayesian interval, we have carried out simulations (in a similar way to those carried out in Section 4) using as prior the distributions Beta $(5,5)$ and $\operatorname{Beta}(25,25)$ for the Bayesian interval for $\theta=\frac{\kappa_{1}(c)}{\kappa_{2}(c)}$. These two distributions have the same average as the Beta $(1,1)$ distribution but different variances. The first distribution has a moderate weight in the subsequent distribution and the second has an important weight. In general terms, the results obtained with the distribution $\operatorname{Beta}(5,5)$ are very similar to those obtained with the $\operatorname{Beta}(1,1)$ distribution. Regarding the $\operatorname{Beta}(25,25)$ distribution, there is no important difference in relation to the CPs obtained with the $\operatorname{Beta}(1,1)$, although for $\theta=\{0.25,0.50\}$ the AL is slightly lower with the $\operatorname{Beta}(25,25)$, and when $\theta=\{0.75,1\}$ the AL is slightly higher with the $\operatorname{Beta}(25,25)$. In general terms, when the Bayesian interval fails using the Beta $(1,1)$ distribution then it also fails using the $\operatorname{Beta}(5,5)$ and the $\operatorname{Beta}(25,25)$. Furthermore, the Bayesian CI for $\theta=\kappa_{1}(c) / \kappa_{2}(c)$ with the $\operatorname{Beta}(5,5)$ and $\operatorname{Beta}(25,25)$, respectively, does not display a better CP than the Wald CI (when it does not fail), and therefore the Bayesian CI does not improve the asymptotic behaviour of the Wald CI. The application of the CIs requires the marginal frequencies $s$ and $r$ to be higher than zero. If the marginal frequency $s$ (or $r$ ) is equal to zero, then it is not possible to estimate the weighted kappa coefficient of each BDT. Moreover, if a marginal frequency $s_{i j}+r_{i j}$ is equal to zero, then it is possible to calculate all of the CIs proposed; but not if two of these marginal frequencies are equal to zero. In this last situation, one of the weighted kappa coefficients (or both) is equal to zero, and the variance and the covariance are also equal to zero. If $s_{10}+r_{10}=s_{01}+r_{01}=0$ then $\hat{\kappa}_{1}(c)=\hat{\kappa}_{2}(c)$ and $\widehat{\operatorname{Var}}\left[\hat{\kappa}_{1}(c)\right]=\widehat{\operatorname{Var}}\left[\hat{\kappa}_{2}(c)\right]=\operatorname{Cov}\left[\hat{\kappa}_{1}(c), \hat{\kappa}_{2}(c)\right]$, and the frequentist intervals cannot be calculated. A solution to this problem is to add 0.5 to each observed frequency.

In this article, we have also proposed a method to calculate the sample size to estimate the ratio between the two weighted kappa coefficients with a determined precision and confidence. This method, based on the Wald CI for the ratio, is an iterative method, which starting from a pilot sample adds individuals to the sample until the CI has the set precision. From the initial sample we estimate a vector of parameters and in the second stage we calculate the sample size. Furthermore, the simulation experiments carried out to study
the robustness of the method to calculate the sample size have shown that the method has practical validity and the choice of the pilot sample has very little effect on this method.

When the two diagnostic tests are continuous, for each cut off point of each estimated ROC curve there will be a value of $\hat{S} e_{h}$ and of $\widehat{F P F}_{h}$ (and therefore of $\hat{S} p_{h}=1-\widehat{F P F}_{h}$ ), with $h=1,2$. Once the clinician has set the value of the weighting index, $\hat{\kappa}_{1}(c)$ and $\hat{\kappa}_{2}(c)$ are calculated and therefore the CIs studied in Section 3 can be applied.

## 9. SUPPLEMENTARY MATERIAL

Appendices A, B and C are available as supplementary material of the manuscript in the URL:
https://www.ugr.es/local/bioest/software/cmd.php?seccion=mdb
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## 1. INTRODUCTION

Copula models are popular tools for describing multivariate data where the univariate distribution functions are combined to joint distribution function by Sklar's theorem (Sklar, 1959 [13]). Let $X$ and $Y$ be random variables with joint distribution function $H$ and the marginal distribution functions $F$ and $G$, respectively. Then, there exists a copula $C$ such that $H(x, y)=C(F(x), G(y))$, for all $x, y$ in $\mathbb{R}$. As an advantage of the copula models, the dependence structure can be modelled separately from the marginal distributions. If $F$ and $G$ are continuous, then $C$ is unique. Otherwise, the copula $C$ is uniquely determined on $\operatorname{Ran}(F) \times \operatorname{Ran}(G)$. There are various families of copulas. One of the most popular families is Archimedean copula family of which the dependence structure can be characterized by an univariate distribution function (Nelsen, 2006 [12], Section 4). The important feature that separates this class from the others is that it has a generator function $\varphi$ which is used to construct an Archimedean copula.

Definition 1.1. A generator function $\varphi$ is a continuous, strictly decreasing convex function defined from I to $[0, \infty)$ such that $\varphi(1)=0$. If $\varphi(0)=\infty$, then the generator is called as a strict generator. The pseudo inverse of $\varphi$ is the function $\varphi^{[-1]}$, defined on $[0, \infty)$ to $\mathbf{I}$ is given by

$$
\varphi^{[-1]}= \begin{cases}\varphi^{-1}(t), & 0 \leq t \leq \varphi(0) \\ 0, & \varphi(0) \leq t<\infty\end{cases}
$$

A bivariate Archimedean copula with generator function $\varphi, C: \mathbf{I}^{2} \rightarrow \mathbf{I}$ is defined by

$$
\begin{equation*}
C(u, v)=\varphi^{[-1]}\{\varphi(u)+\varphi(v)\}, \tag{1.1}
\end{equation*}
$$

where $u=F(x)$ and $v=G(y)$.
An Archimedean copula function can be reduced to an univariate distribution function through generator function. Genest et al. (1993) [8] showed that the function $\varphi(t)$ can be obtained by the univariate distribution function $K(t)=\operatorname{Pr}(C(u, v) \leq t)$. Remarkably, there is a link between the function $\varphi(t)$ and $K(t)$ such as

$$
\begin{equation*}
K(t)=t-\frac{\varphi(t)}{\varphi^{\prime}(t)}=t-\lambda(t) \tag{1.2}
\end{equation*}
$$

$K(t)$ called as Kendall distribution function identifies the generator function $\varphi(t)$ and so the dependence structure of the Archimedean copula family. Dependence measures such as Kendall's tau, upper and lower tail dependence coefficients can be obtained by using Kendall distribution function. For a bivariate Archimedean copula with Kendall distribution function $K(t)$, Genest and MacKay (1986) [7] defined Kendall's Tau ( $\tau$ ) as

$$
\begin{equation*}
\tau=3-4 \int_{0}^{1} K(t) d t \tag{1.3}
\end{equation*}
$$

And also, Michiels et al. (2011) [10] defined lower $\lambda_{L}$ and upper $\lambda_{U}$ tail dependence as

$$
\begin{align*}
& \lambda_{L}=2^{\lim _{t \rightarrow 0^{+}}(t-K(t))^{\prime}},  \tag{1.4}\\
& \lambda_{U}=2-2^{\lim _{t \rightarrow 1^{-}}(t-K(t))^{\prime}}, \tag{1.5}
\end{align*}
$$

and they investigated a general method for constructing bivariate Archimedean copula families using $\lambda$ function. They worked with polynomials to construct multi-parameter copula families. Genest et al. (1998) [9] proposed several ways to generate bivariate Archimedean copula models via smooth transformations of existing generator function. Dimitrova et al. (2008) [4] defined an estimation method of Kendall distribution using B-spline functions. In addition, they defined sufficient conditions for the B-spline estimator to possess the properties of the Kendall distribution function. So, the function can be considered as a proper Kendall distribution function and associated with the multivariate Archimedean copula. Cooray (2018) [3] introduced two-parameter strict Archimedean generator function based on Clayton copula. Najjari et al. (2014) [11] constructed a new generator function $\varphi(t)$ using hyperbolic functions as generators of Archimedean copulas. The majority of the papers proposed some methods based on generator function $\varphi$ for constructing a new Archimedean family of copulas. In this study, we propose constructing a multi-parameter Archimedean copula using Kendall distribution function $K(t)$. We use Bernstein-Bézier polynomials to create the new Archimedean class. Kendall's tau, lower and upper tail dependence coefficients are also obtained according to the polynomial degree and the control points. This new multi-parameter Archimedean copula family is contributed to the expansion of the existing Archimedean copula family.

The contribution of this study is two fold: First, a new Archimedean copula class based on Bernstein-Bézier polynomial is proposed. Different values of Kendall's tau (negative or positive), lower and upper tail dependence coefficients can be obtained by changing the polynomial degree and the control points, so the proposed class has flexible dependence structure. It is possible to create a new distribution function which has desirable dependence characteristics. This is quite useful in power analysis of goodness-of-fit test statistic. Second, an algorithm is proposed to create different distributions with the same dependence level by changing the control points for poynomial degree. Also, an estimation process based on minimizing Cramér-von Mises distance is presented and a Monte Carlo simulation study is employed to measure the performance of the parameter estimates.

The rest of the paper is organized as follows. In Section 2, Bernstein-Bézier type Archimedean copula is given and some dependence characteristics are investigated. A simulation procedure of this new class for different polynomial degrees is given in Section 3. Parameter estimation procedure which is based on minumum Cramér-von-Mises measure is given and parameter estimates are obtained in Section 4. And the last section is devoted to the conclusion.

## 2. BERNSTEIN BÉZIER TYPE BIVARIATE ARCHIMEDEAN COPULA

A Kendall distribution function $K(t)$ should satisfy the following properties (1-4) described in Nelsen (2006) [12]:

1. $K(0)=0$;
2. $K(1)=1$;
3. $K^{\prime}(t)>0$;
4. $K(t)>t, t \in(0,1)$.

Let $K(m, \alpha ; t)$ be a Bernstein-Bézier type Kendall distribution function with polynomial degree $m$ and control points $\alpha$ defined as

$$
\begin{equation*}
K(m, \alpha ; t)=\sum_{k=0}^{m} \alpha_{k} B_{k, m}(t) \tag{2.1}
\end{equation*}
$$

where $B_{k, m}(t)=\binom{m}{k} t^{k}(1-t)^{m-k}$ for $t \in[0,1]$.
Lemma 2.1. A Bernstein-Bézier type Kendall distribution function $K(m, \alpha ; t)$ satisfies the properties (1-4) if the following constraints hold:

1. $\alpha_{0}=0<\alpha_{1}<\alpha_{2}<\ldots<\alpha_{m}=1$;
2. $\alpha_{k}>\frac{k}{m}, k=1, \ldots, m-1$.

Proof: $K(m, \alpha, t=0)=,\sum_{k=0}^{m} \alpha_{k} B_{k, m}(t=0)=0$ holds since $\alpha_{0}=0 . \quad$ Similarly, $K(m, \alpha, t=1)=\sum_{k=0}^{m} \alpha_{k} B_{k, m}(t=1)=1$ holds since $\alpha_{m}=1$.

Also, $K(m, \alpha, t)^{\prime}=m \sum_{k=0}^{m-1}\left(\alpha_{k+1}-\alpha_{k}\right) P_{k, m-1}(t) \geq 0$. See, Duncan (2005) [5]. So, $\alpha_{0}=0<\alpha_{1}<\alpha_{2}<\ldots<\alpha_{m}=1$.

If the Bézier control points $\alpha_{k}>\frac{k}{m}, k=1, \ldots, m-1$ where $\alpha_{k}=k / m+\epsilon_{k}$, then,

$$
\begin{aligned}
K(m, \alpha, t) & =\sum_{k=0}^{m} \alpha_{k}\binom{m}{k} t^{k}(1-t)^{m-k} \\
& =\sum_{k=0}^{m}\left(\frac{k}{m}+\epsilon_{k}\right)\binom{m}{k} t^{k}(1-t)^{m-k} \\
& =\sum_{k=0}^{m}\left(\frac{k}{m}\right)\binom{m}{k} t^{k}(1-t)^{m-k}+\sum_{k=0}^{m}\left(\epsilon_{k}\right)\binom{m}{k} t^{k}(1-t)^{m-k} \\
& =t \sum_{k=1}^{m}\binom{m-1}{k-1} t^{k-1}(1-t)^{m-k}+\sum_{k=0}^{m}\left(\epsilon_{k}\right)\binom{m}{k} t^{k}(1-t)^{m-k} \\
& =t \sum_{p=0}^{m-1} t^{p}(1-t)^{m-p-1}\binom{m-1}{p}+\sum_{k=0}^{m}\left(\epsilon_{k}\right)\binom{m}{k} t^{k}(1-t)^{m-k} \\
& =t+\sum_{k=0}^{m}\left(\epsilon_{k}\right)\binom{m}{k} t^{k}(1-t)^{m-k}>t .
\end{aligned}
$$

We also obtain Kendall's tau, lower and upper tail dependence of the Bernstein-Bézier type Archimedean copula class using the following lemmas.

Lemma 2.2. Kendall's tau for Bernstein-Bézier type Archimedean copula is obtained as

$$
\tau=3-4 \sum_{k=0}^{m} \alpha_{k}\binom{m}{k} \beta(k+1, m-k+1)
$$

where $\beta(.,$.$) is the beta function defined as \beta\left(v_{1}, v_{2}\right)=\int_{0}^{1} t^{v_{1}-1}(1-t)^{v_{2}-1} d t$ for $v_{1}, v_{2}$ positive integers.

Proof: $\tau$ is easily derived from equation $\tau=3-4 \int_{0}^{1} K(t) d t$.

Lemma 2.3. The lower tail $\lambda_{L}$ and the upper tail $\lambda_{U}$ dependence for Bernstein-Bézier type Archimedean copula are obtained by

$$
\begin{aligned}
& \lambda_{L}=2^{1-m \alpha_{1}} \\
& \lambda_{U}=2-2^{1-m\left(1-\alpha_{m-1}\right)} .
\end{aligned}
$$

Proof: $\lambda_{U}$ and $\lambda_{L}$ are easily derived from equation $\lambda_{L}=2^{\lim _{t \rightarrow 0^{+}}(t-K(t))^{\prime}}$, $\lambda_{U}=2-2^{\lim _{t \rightarrow 1^{-}}(t-K(t))^{\prime}}$.

It is seen that $\lambda_{L}$ and $\lambda_{U}$ are affected by only the control points $\alpha_{1}$ and $\alpha_{m-1}$, respectively. We can create Bernstein-Bézier type Archimedean copula using $\lambda_{L}$ and $\lambda_{U}$, setting up the control points $\alpha_{1}$ and $\alpha_{m-1}$.

The following inequalities given in the next lemma provide an information for proper selection of $\lambda_{U}$ and $\lambda_{L}$.

Lemma 2.4. Let $\lambda_{L}$ and $\lambda_{U}$ be lower and upper tail dependence of Bernstein-Bézier type Archimedean copula with polynomial degree $m$. Then,

$$
1>\lambda_{L}>\frac{2^{2-m}}{2-\lambda_{U}}
$$

holds for all values of polynomial degree $m$.

Proof: It can ve proved using the inequality $\alpha_{1}<\alpha_{m-1}$. Also, $0<\lambda_{U}, \lambda_{L}<1$, see Charpentier and Segers (2009) [2].

Suppose that the parameters $\alpha_{k}$ are defined as $\alpha_{k}>\frac{k}{m}$ for for $k=1, \ldots, m-1$, then $K(m, \alpha ; t)>t$. See, Lemma 2.1. Also, we note that if the control points are selected as $\alpha_{k} \rightarrow \frac{k}{m}$, then the dependence coefficients ( $\tau, \lambda_{U}, \lambda_{L}$ ) approximate 1. In other words, the Bernstein-Bézier type Archimedean copula approximates comonotonic dependence when the control points are closely distributed uniform.

The Bernstein-Bézier type Archimedean copula with higher degree can represent various dependence forms. However, they may have some disadvantages:

1. As the degree increases, the complexity and therefore the processing time increase;
2. Because of the complexity, the curves of higher degree are more sensitive to round off errors.

As opposed to these disadvantages, we can combine several Bernstein-Bézier type Kendall distribution functions, mostly of degree three and four. We note that the BernsteinBézier polynomials are invariant under barycentric combinations (Farin (2001) [6], p.61).

So, we obtain the following Bernstein-Bezier type Archimedean copulas for $\theta \in[0,1]$ :

$$
\begin{aligned}
K(m, \alpha ; t) & =\sum_{k=0}^{m}\left(\theta \alpha_{1, k}+(1-\theta) \alpha_{2, k}\right) B_{k, m}(t) \\
& =\theta \sum_{k=0}^{m} \alpha_{1, k} B_{k, m}(t)+(1-\theta) \sum_{k=0}^{m} \alpha_{2, k} B_{k, m}(t) \\
& =\theta K\left(m, \alpha_{1, .} ; t\right)+(1-\theta) K\left(m, \alpha_{2, .} ; t\right)
\end{aligned}
$$

We can construct the weighted average of two Bernstein-Bézier Archimedean copulas either by taking the weighted average of corresponding points on the distribution, or by taking the weighted average of corresponding parameters $\alpha$.

Dependence coefficients of two barycentric combinations of Bernstein-Bézier type Archimedean copula are given by

$$
\begin{aligned}
& \tau= 3-4 \sum_{k=0}^{m} \alpha_{2, k} \beta(k+1, m-k+1)\binom{m}{k} \\
&+4 \theta\left(\sum_{k=0}^{m}\left(\alpha_{2, k}-\alpha_{1, k}\right) \beta(k+1, m-k+1)\binom{m}{k}\right) \\
& \lambda_{U}=2-2^{1+\theta m \alpha_{1, m-1}+(1-\theta) m \alpha_{2, m-1}-m} \\
&\left.\lambda_{L}=2^{1-\left(\theta m \alpha_{1,1}+(1-\theta) m \alpha_{2,1}\right.}\right)
\end{aligned}
$$

Note that if $\theta$ is selected as 1 , then the classical Bernstein-Bézier type Archimedean copula is obtained.

## 3. SIMULATING DATA FROM BERNSTEIN BÉZIER TYPE ARCHIMEDEAN COPULA

In this section, data simulation from Bernstein-Bézier type Archimedean copula is given. Construction of a new distribution function which has desirable Kendall's tau and tail dependence coefficients are investigated.

The following procedure is used to create a distribution with the dependence characteristics represented by Kendall's tau and tail dependence coefficients:

1. The arbitrary value of the upper tail dependence $\lambda_{U}$ is determined primarily.
2. $\lambda_{L}$ is determined arbitrarily by using Lemma 2.4.
3. The value of Kendall's tau $\tau$ is determined for the distributions with polynomial degrees 2 and 3 . For the distributions having polynomial degree $m \geq 4$, an interval of Kendall's tau is determined. Then, Kendall's tau is selected arbitrarily from this interval.
4. Bivariate data is simulated using the following algorithm. See, Nelsen (2006) [12].

The algorithm based on Michiels et al. (2011) [10] allows one to simulate $C(u, v)$ by Kendall distribution function $K(t)$ given as:

- Simulate uniformly distributed random pair $(s, t)$ on $[0,1]$.
- Set $w=K^{-1}(t)$.
- Set $u$ such that $\int_{w}^{u} \frac{1}{t-K(t)} d t-\ln (s)=0$.
- Set $v$ such that $\int_{w}^{v} \frac{1}{t-K(t)} d t-\ln (1-s)=0$.

The range of the parameters and the dependence coefficients depending on the BernsteinBézier polynomial degree $m$ are summarized in Table 1. It is observed that as the degree of the polynomial increases, the range of the dependence coefficients gets wider.

Table 1: Range of parameters and dependence coefficients.

| $m$ | $\alpha_{0}$ | $\alpha_{1}$ | $\alpha_{2}$ | $\alpha_{3}$ | $\alpha_{4}$ | $\alpha_{5}$ | $\tau$ | $\lambda_{U}$ | $\lambda_{L}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 3 | 0 | $\left(\frac{1}{3}, 1\right)$ | $\left(\max \left(\frac{2}{3}, \alpha_{1}\right), 1\right)$ | 1 | - | - | $(0,1)$ | $(0,1)$ | $\left(\frac{1}{4}, 1\right)$ |
| 4 | 0 | $\left(\frac{1}{4}, 1\right)$ | $\left(\max \left(\frac{2}{4}, \alpha_{1}\right), 1\right)$ | $\left(\max \left(\frac{3}{4}, \alpha_{2}\right), 1\right)$ | 1 | - | $(-0.2,1)$ | $(0,1)$ | $\left(\frac{1}{8}, 1\right)$ |
| 5 | 0 | $\left(\frac{1}{5}, 1\right)$ | $\left(\max \left(\frac{2}{5}, \alpha_{1}\right), 1\right)$ | $\left(\max \left(\frac{3}{5}, \alpha_{2}\right), 1\right)$ | $\left(\max \left(\frac{4}{5}, \alpha_{3}\right), 1\right)$ | 1 | $(-0.33,1)$ | $(0,1)$ | $\left(\frac{1}{16}, 1\right)$ |

Kendall's tau, upper and lower tail dependence coefficients obtained by the BernsteinBézier type Archimedean copula with control points for degree ( $m=3,4,5$ ) are summarized in Table 2. Also, different distributions having the same dependence level at the control points $\alpha_{2}$ and $\alpha_{3}$ for poynomial degree 5 are given. All the Bernstein-Bézier control points and dependence coefficients are obtained by applying the simulation procedure (1-4). All cases in Table 2 are examined in the Subsections 3.1-3.3.

Table 2: Parameters and dependence coefficients.

| Degree | $K(t)$ | $\alpha_{0}$ | $\alpha_{1}$ | $\alpha_{2}$ | $\alpha_{3}$ | $\alpha_{4}$ | $\alpha_{5}$ | $\tau$ | $\lambda_{U}$ | $\lambda_{L}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $m=3$ | $K_{1}$ | 0 | 0.7173 | 0.7928 | 1 | - | - | 0.4899 | 0.7 | 0.45 |
| $m=4$ | $K_{2}$ | 0 | 0.3537 | 0.5828 | 0.9815 | 1 | - | 0.68 | 0.1 | 0.75 |
| $m=5$ | $K_{3}$ | 0 | 0.4 | 0.43 | 0.8531 | 0.9169 | 1 | 0.6 | 0.5 | 0.5 |
|  | $K_{4}$ | 0 | 0.4 | 0.63 | 0.6531 | 0.9169 | 1 | 0.6 | 0.5 | 0.5 |

### 3.1. Bernstein-Bézier type Archimedean copula with degree three

A Bernstein-Bézier type Archimedean copula with degree 3 has the following distribution function,

$$
K(m=3, \alpha ; t)=\sum_{k=0}^{3} \alpha_{k}\binom{3}{k} t^{k}(1-t)^{3-k}, t \in[0,1] .
$$

From Lemma 2.1, $\alpha_{0}=0, \alpha_{3}=1, \alpha_{0}<\alpha_{1}<\alpha_{2}<\alpha_{3}$ and $\alpha_{1}>\frac{1}{3}, \alpha_{2}>\frac{2}{3}$. Kendall's tau of the distribution is given as

$$
\tau=3-4 \sum_{k=0}^{3} \alpha_{k}\binom{3}{k} \beta(k+1,3-k+1)=2-\alpha_{1}-\alpha_{2}
$$

and lower and upper tail dependence coefficients are

$$
\lambda_{L}=2^{1-3 \alpha_{1}}, \lambda_{U}=2-2^{3 \alpha_{2}-2}
$$

(1-4) procedure is applied to determine the Kendall's tau and the tail dependence coefficients of the distribution. The arbitrary value of the upper tail dependence $\lambda_{U}$ is determined primarily in the range $\lambda_{U} \in(0,1)$. We select $\lambda_{U}$ as 0.7 , so $\alpha_{2}$ is equal to 0.7928 . From Lemma $2.4,1>\lambda_{L}>0.3846$. Then, $\lambda_{L}$ is determined arbitrarily as 0.45 . So, $\alpha_{1}$ is equal to 0.7173 . The stage conditions for control points given Lemma 2.1 are satisfied. Finally, Kendall's tau is 0.4899 . $K(3, \alpha ; t)$ with control points $\alpha_{0}=0, \alpha_{1}=0.7173, \alpha_{2}=0.7928$ and $\alpha_{3}=1$ has the Kendall's tau value as $\tau=0.4899$ and the value tail dependence coefficients as $\lambda_{L}=0.45$ and $\lambda_{U}=0.7$. Simulated data and $K(m=3, \alpha ; t)$ with the sample of size 150 are visualized in Figure 1.


Figure 1: Simulated data from $K(3, \alpha ; t)$ with $\tau=0.4899, \lambda_{L}=0.45, \lambda_{U}=0.7$.

### 3.2. Bernstein-Bézier type Archimedean copula with degree four

Bernstein-Bézier type Archimedean copula with degree 4 has the following distribution function with the dependence characteristics, Kendall's tau, lower and upper tail dependence:

$$
\begin{aligned}
K(4, \alpha ; t) & =\sum_{k=0}^{4} \alpha_{k}\binom{4}{k} t^{k}(1-t)^{4-k}, t \in[0,1] \\
\tau & =\frac{1}{5}\left(11-4\left(\alpha_{1}+\alpha_{2}+\alpha_{3}\right)\right) \\
\lambda_{L} & =2^{1-4 \alpha_{1}}, \lambda_{U}=2-2^{4 \alpha_{3}-3}
\end{aligned}
$$

(1-4) procedure is applied to determine the Kendall's tau and the tail dependence values of the distribution. The arbitrary value of the upper tail dependence $\lambda_{U}$ is determined primarily in range $\lambda_{U} \in(0,1)$. We select $\lambda_{U}$ as 0.1 and so $\alpha_{3}$ is equal to 0.9815 . From Lemma 2.4, $1>\lambda_{L}>0.1315$. Then, $\lambda_{L}$ is determined arbitrarily as 0.75 . So, $\alpha_{1}$ is equal to 0.3537 . Finally from Lemma 2.1, Kendall's tau should be selected in the range $\tau \in(0.3610,0.7462)$. We determine Kendall's tau arbitrarily as 0.68 . So, $\alpha_{2}$ is 0.5828 . $K(4, \alpha ; t)$ with control points $\alpha_{0}=0, \alpha_{1}=0.3537, \alpha_{2}=0.5828, \alpha_{3}=0.9815$ and $\alpha_{4}=1$ has the value of Kendall's tau $\tau=0.68$ and the values of tail dependences as $\lambda_{L}=0.75$ and $\lambda_{U}=0.1$. Simulated data and $K(m=4, \alpha ; t)$ with the sample of size 150 is visualized in Figure 2.


Figure 2: Simulated data from $K(4, \alpha ; t)$ with $\tau=0.68, \lambda_{L}=0.75, \lambda_{U}=0.1$.

### 3.3. Bernstein-Bézier type Archimedean copula with degree five

Bernstein-Bézier type Archimedean copula with degree 5 has the following distribution function with the dependence characteristics Kendall's tau, lower and upper tail dependence,

$$
\begin{aligned}
K(5, \alpha ; t) & =\sum_{k=0}^{5} \alpha_{k}\binom{5}{k} t^{k}(1-t)^{5-k}, t \in[0,1], \\
\tau & =\frac{1}{3}\left(7-2\left(\alpha_{1}+\alpha_{2}+\alpha_{3}+\alpha_{4}\right)\right), \\
\lambda_{L} & =2^{1-5 \alpha_{1}}, \lambda_{U}=2-2^{5 \alpha_{4}-4} .
\end{aligned}
$$

(1-4) procedure is again applied to determine the Kendall's tau and the tail dependence values of the distribution. The arbitrary value of the upper tail dependence $\lambda_{U}$ is determined primarily in range $\lambda_{U} \in(0,1)$. We select $\lambda_{U}$ as 0.5 and so $\alpha_{4}$ is equal to 0.9169 . From Lemma 2.4, $1>\lambda_{L}>0.0833$. Then, $\lambda_{L}$ is determined arbitrarily as 0.5 . So, $\alpha_{1}$ is equal to 0.4 . Finally from Lemma 2.1, Kendall's tau should be selected in the range $\tau \in(0.2328,0.6220)$. We determine Kendall's tau arbitrarily as 0.6. $\alpha_{2}$ and $\alpha_{3}$ can be derived from solving equations $\alpha_{2}+\alpha_{3}=1.2831$. From the last equation and Lemma 2.1, $\alpha_{2}$ and $\alpha_{3}$ should be selected in the range $\alpha_{2} \in(0.4,0.6415)$ and $\alpha_{3} \in(0.6415,0.8831)$, respectively. Different $\alpha_{2}$ and $\alpha_{3}$ values can be selected in order to provide $\alpha_{2}+\alpha_{3}=1.2831$ in the range of $\alpha_{2}$ and $\alpha_{3}$. This case is important, because we can create different distributions with the same dependence level by selecting different $\alpha_{2}$ and $\alpha_{3}$ values. One possible selection is $\alpha_{2}=0.43$ and $\alpha_{3}=0.8531$.

Another possible selection is $\alpha_{2}=0.63$ and $\alpha_{3}=0.6531$. $K_{1}(5, \alpha ; t)$ with control points $\alpha_{0}=0, \alpha_{1}=0.4, \alpha_{2}=0.43, \alpha_{3}=0.8531, \alpha_{4}=0.9169, \alpha_{5}=1$ and $K_{2}(5, \alpha ; t)$ with control points $\alpha_{0}=0, \alpha_{1}=0.4, \alpha_{2}=0.63, \alpha_{3}=0.6531, \alpha_{4}=0.9169, \alpha_{5}=1$ with the same dependence level are visualized in Figure 3.

For the higher order polynomial degree, for example $m=6$, the range of $\tau, \lambda_{L}$ and $\lambda_{U}$ are determined as the same as for degree $m<6$. But the range of $\alpha_{2}, \alpha_{3}$ and $\alpha_{4}$ for the solutions of $\alpha_{2}+\alpha_{3}+\alpha_{4}=a$ cannot be determined easily.


Figure 3: Simulated data from $K_{1}(5, \alpha ; t)$ and $K_{2}(5, \alpha ; t)$
with the same $\tau=0.6, \lambda_{L}=0.5, \lambda_{U}=0.5$.

## 4. PARAMETER ESTIMATION BASED ON CRAMÉR-VON-MISES MEASURE

Genest and Rivest (1993) [8] proposed a nonparametric procedure using empirical estimate $K_{n}$ of $K$. The psuedo observations of $\hat{T}_{i}$ were obtained by

$$
\hat{T}_{i}=\sum_{j=1}^{n} I\left(X_{i}<X_{j}, Y_{i}<Y_{j}\right) /(n-1), i=1, \ldots, n
$$

Then, $K(t)$ was estimated by the empirical distribution function as

$$
\begin{equation*}
\hat{K}_{n}(t)=\sum_{i=1}^{n}\left(\hat{T}_{i} \leq t\right) / n \tag{4.1}
\end{equation*}
$$

Barbe et al. (1996) [1] investigated consistency of $\hat{K}_{n}(t)$. Alternatively, Susam and Ucer (2018) [14] defined the empirical Bernstein estimator of order ( $m_{1}>0$ ) for the Kendall distribution function as

$$
\begin{equation*}
\hat{K}_{m_{1}, n}(t)=\sum_{k=0}^{m_{1}} \hat{K}_{n}\left(k / m_{1}\right) P_{k, m_{1}}(t), \tag{4.2}
\end{equation*}
$$

where $P_{k, m_{1}}(t)=\binom{m_{1}}{k} t^{k}(1-t)^{m_{1}-k}$ is the binomial probability. Also, they showed that the Bernstein Kendall distribution function outperforms the empirical Kendall distribution function according to its performance by Monte Carlo simulation study.

In this study, through the parameter estimation process, we first estimate the BernsteinBézier type Archimedean copula parameters by using empirical estimate of $\hat{K}_{n}$. Then, Cramér-von-Mises (CvM) distance between the empirical Kendall distribution function and the Bernstein-Bézier type Kendall distribution function is obtained as

$$
\begin{aligned}
C v M_{\hat{K}_{n}} & =\int_{0}^{1} n\left(\hat{K}_{n}(t)-K\left(\alpha, m_{2} ; t\right)\right)^{2} d \hat{K}_{n}(t) \\
& =\frac{1}{n} \sum_{i=1}^{n}\left(\hat{K}_{n}\left(\hat{T}_{i}\right)-K\left(\alpha, m_{2} ; \hat{T}_{i}\right)\right)^{2} .
\end{aligned}
$$

Then the parameters are estimated by

$$
\hat{\alpha}_{\hat{K}_{n}}=\underset{\alpha \in \Theta}{\operatorname{argmin}}\left\{C v M_{\hat{K}_{n}}\right\}
$$

where $\Theta=\left\{\alpha_{k}>\frac{k}{m_{2}}, \alpha_{k+1}>\alpha_{k} ; k=1, \ldots, m_{2}-1\right\}$ and $\alpha_{0}=0, \alpha_{m_{2}}=1$.
Secondly, the Bernstein-Bézier type Archimedean copula parameters are estimated by using empirical Bernstein estimator $\hat{K}_{m_{1}, n}(t)$. Since the empirical Bernstein Kendall distribution function is a continuous approximation of the empirical Kendall distribution function $\hat{K}_{n}$, we use empirical Bernstein Kendall distribution function which is upgraded version of $\hat{K}_{n}$ to obtain Cramér-von-Mises (CvM) distance as

$$
\begin{equation*}
C v M_{\hat{K}_{n, m}}=\int_{0}^{1} n\left(\hat{K}_{n, m_{1}}(t)-K\left(\alpha, m_{2} ; t\right)\right)^{2} d t . \tag{4.3}
\end{equation*}
$$

The estimation of the dependence parameter $\alpha_{i}$ for $i=0, \ldots, m_{2}$ can be selected as the value that minimizes the CvM distance.

Lemma 4.1. Let $K\left(\alpha, m_{2} ; t\right)$ be the Bernstein-Bézier type Kendall distribution function with order $\left(m_{2}>0\right)$ and let $\hat{K}_{m, n}(t)$ be the empirical Bernstein estimator of Kendall
distribution function with order ( $m_{1}>0$ ). Then the Cramér-von-Mises distance is defined as

$$
\begin{aligned}
C v M= & n \sum_{k=0}^{m_{1}}\binom{m_{1}}{k}^{2} \hat{K}_{n}^{2}\left(\frac{k}{m_{1}}\right) \beta\left(2 k+1,2 m_{1}-2 k+1\right) \\
& +2 n \sum_{k=0}^{m_{1}-1} \sum_{s=k+1}^{m_{1}}\binom{m_{1}}{k}\binom{m_{1}}{s} \hat{K}_{n}\left(\frac{k}{m_{1}}\right) \hat{K}_{n}\left(\frac{s}{m_{1}}\right) \beta\left(k+s+1,2 m_{1}-k-s+1\right) \\
& +n \sum_{k=0}^{m_{2}}\binom{m_{2}}{k}^{2} \alpha_{k}^{2} \beta\left(2 k+1,2 m_{2}-2 k+1\right) \\
& +2 n \sum_{k=0}^{m_{2}-1} \sum_{s=k+1}^{m_{2}}\binom{m_{2}}{k}\binom{m_{2}}{s} \alpha_{k} \alpha_{s} \beta\left(k+s+1,2 m_{2}-k-s+1\right) \\
& -2 n \sum_{k=0}^{m_{1}} \sum_{s=0}^{m_{2}} \hat{K}_{n}\left(\frac{k}{m_{1}}\right) \alpha_{s}\binom{m_{1}}{k}\binom{m_{2}}{s} \beta\left(k+s+1, m_{1}+m_{2}-k-s+1\right)
\end{aligned}
$$

where $\beta\left(.\right.$, . ) is the beta function defined as $\beta\left(v_{1}, v_{2}\right)=\int_{0}^{1} t^{v_{1}-1}(1-t)^{v_{2}-1} d t$ for $v_{1}, v_{2}$ positive integers.

## Proof:

$$
\begin{aligned}
C v M= & \int_{0}^{1}\left(\hat{K}_{n, m_{1}}(t)-K\left(\alpha, m_{2} ; t\right)\right)^{2} d t \\
= & n \int_{0}^{1} \hat{K}_{n, m_{1}}^{2}(t) d t+n \int_{0}^{1}\left(K\left(\alpha, m_{2} ; t\right)\right)^{2} d t-2 n \int_{0}^{1} \hat{K}_{n, m_{1}}(t) K\left(\alpha, m_{2} ; t\right) d t \\
= & n \int_{0}^{1}\left(\sum_{k=0}^{m_{1}}\binom{m_{1}}{k} t^{k}(1-t)^{m_{1}-k} \hat{K}_{n}\left(\frac{k}{m_{1}}\right)\right)^{2} d t \\
& +n \int_{0}^{1}\left(\sum_{k=0}^{m_{2}} \alpha_{k} t^{k}\binom{m_{2}}{k} t^{k}(1-t)^{m_{2}-k}\right)^{2} d t \\
& -2 n \sum_{k=0}^{m_{1}} \sum_{s=0}^{m_{2}} \hat{K}_{n}\left(\frac{k}{m_{1}}\right) \alpha_{s}\binom{m_{1}}{k}\binom{m_{2}}{s} \int_{0}^{1} t^{k+s}(1-t)^{m_{1}+m_{2}-k-s} d t \\
= & I_{1}+I_{2}-I_{3} .
\end{aligned}
$$

Now we calculate part of $I_{1}$. We know that $\left(a_{1}+a_{2}+\cdots+a_{n}\right)^{2}=\sum_{i=1}^{n} a_{i}^{2}+2 \sum_{i=1}^{n-1} \sum_{j=i+1}^{n} a_{i} a_{j}$, then we can write

$$
\begin{aligned}
I_{1}= & n \sum_{k=0}^{m_{1}}\binom{m_{1}}{k}^{2} \hat{K}_{n}^{2}\left(\frac{k}{m_{1}}\right) \int_{0}^{1} t^{2 k}(1-t)^{2 m_{1}-2 k} d t \\
& +2 \sum_{k=0}^{m_{1}-1} \sum_{s=k+1}^{m_{1}}\binom{m_{1}}{k} \hat{K}_{n}\left(\frac{k}{m_{1}}\right)\binom{m_{1}}{s} \hat{K}_{n}\left(\frac{s}{m_{1}}\right) \int_{0}^{1} t^{k+s}(1-t)^{2 m_{1}-k-s} d t \\
= & n \sum_{k=0}^{m_{1}}\binom{m_{1}}{k}^{2} \hat{K}_{n}^{2}\left(\frac{k}{m_{1}}\right) \beta\left(2 k+1,2 m_{1}-2 k+1\right) \\
& +2 n \sum_{k=0}^{m_{1}-1} \sum_{s=k+1}^{m_{1}}\binom{m_{1}}{k} \hat{K}_{n}\left(\frac{k}{m_{1}}\right)\binom{m_{1}}{s} \hat{K}_{n}\left(\frac{s}{m_{1}}\right) \beta\left(k+s+1,2 m_{1}-k-s+1\right) .
\end{aligned}
$$

Proof of the parts of $I_{2}$ and $I_{3}$ are the same as proof of part $I_{1}$.

Then, the parameter estimate which gives the minimum value of Cramér-von-Mises distance based on Bernstein empirical distribution is defined for Bernstein-Bézier type Archimedean copula by

$$
\hat{\alpha}_{\hat{K}_{n, m}}=\underset{\alpha \in \Theta}{\operatorname{argmin}}\left\{C v M_{\hat{K}_{n, m}}\right\}
$$

where $\Theta=\left\{\alpha_{k}>\frac{k}{m_{2}}, \alpha_{k+1}>\alpha_{k} ; k=1, \ldots, m_{2}-1\right\}$ and $\alpha_{0}=0, \alpha_{m_{2}}=1$.
Genest et al. (1993) [8] introduced a method-of-moment estimator for bivariate Archimedean copula based on empirical Kendall distribution function $\hat{K}_{n}(t)$. For one-parameter families, the parameter can be estimated by only using the first moment. However, for more than one parameters, we need the moments as much as the number of parameters.

We note that the estimation procedure explained in this section are not only available for Archimedean copulas but also available for all continuous copula classes. The empirical Kendall distribution function can also be used for all continuous copula classes. See Genest et al. (1993) [8].

A Monte Carlo simulation study is conducted to measure the performance of the estimation method with several values of Kendall's tau, lower and upper tail dependence coefficients.
1.000 Monte Carlo samples of sizes $n=50,150$ are generated from each type of Bernstein-Bézier type Archimedean copulas given in Table 2 and investigated the performances of two parameter estimation methods as $\alpha_{\hat{K}_{n}}$ and $\alpha_{\hat{K}_{n, m}}$. For the empirical Bernstein estimator, we select the polynomial degree as $m_{1}=15$ for sample size $n=50$ and $m_{1}=30$ for sample size $n=150$.

Simulation results are shown in Table 3 and Table 4. When the results are examined, the minumum Cramér-von-Mises method based on Kendall distribution using Bernstein polynomials outperforms the method based on empirical Kendall distribution in almost all cases for all sample sizes.

Table 3: MSE of the parameter estimations for four Bernstein-Bézier type copula with sample size $n=50$.

| Dist. | Est. Mth. | $\hat{\alpha}_{1}$ | $\hat{\alpha}_{2}$ | $\hat{\alpha}_{3}$ | $\hat{\alpha}_{4}$ |
| :---: | :--- | :---: | :---: | :---: | :---: |
| $K_{1}$ | $\hat{\alpha}_{\hat{K}_{n}}$ | 0.00684 | 0.00431 | - | - |
|  | $\hat{\alpha}_{\hat{K}_{n, 15}}$ | 0.00575 | 0.00313 | - | - |
| $K_{2}$ | $\hat{\alpha}_{\hat{K}_{n}}$ | 0.00903 | 0.01116 | 0.00221 | - |
|  | $\hat{\alpha}_{\hat{K}_{n, 15}}$ | 0.00324 | 0.00688 | 0.00585 | - |
| $K_{3}$ | $\hat{\alpha}_{\hat{K}_{n}}$ | 0.00633 | 0.01580 | 0.01428 | 0.00349 |
|  | $\hat{\alpha}_{\hat{K}_{n, 15}}$ | 0.00342 | 0.00925 | 0.01192 | 0.00193 |
| $K_{4}$ | $\hat{\alpha}_{\hat{K}_{n}}$ | 0.01544 | 0.00957 | 0.00992 | 0.00266 |
|  | $\hat{\alpha}_{\hat{K}_{n, 15}}$ | 0.00534 | 0.01422 | 0.00923 | 0.00356 |

Table 4: MSE of the parameter estimations for four Bernstein-Bézier type copula with sample size $n=150$.

| Dist. | Est. Mth. | $\hat{\alpha}_{1}$ | $\hat{\alpha}_{2}$ | $\hat{\alpha}_{3}$ | $\hat{\alpha}_{4}$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $K_{1}$ | $\hat{\alpha}_{\hat{K}_{n}}$ | 0.00261 | 0.00151 | - | - |
|  | $\hat{\alpha}_{\hat{K}_{n, 30}}$ | 0.00303 | 0.00141 | - | - |
| $K_{2}$ | $\hat{\alpha}_{\hat{K}_{n}}$ | 0.00209 | 0.00437 | 0.00096 | - |
|  | $\hat{\alpha}_{\hat{K}_{n, 30}}$ | 0.00123 | 0.00384 | 0.00177 | - |
| $K_{3}$ | $\hat{\alpha}_{\hat{K}_{n}}$ | 0.00177 | 0.00661 | 0.00827 | 0.00242 |
|  | $\hat{\alpha}_{\hat{K}_{n, 30}}$ | 0.00229 | 0.00589 | 0.00614 | 0.00091 |
| $K_{4}$ | $\hat{\alpha}_{\hat{K}_{n}}$ | 0.00516 | 0.00775 | 0.00650 | 0.00144 |
|  | $\hat{\alpha}_{\hat{K}_{n, 30}}$ | 0.00224 | 0.00753 | 0.00670 | 0.00165 |

## 5. CONCLUSION

In this study, we propose a new family of Archimedean copulas based on Kendall distribution function $K(t)$. We use Bernstein-Bézier polynomials to construct this new multiparameter distribution. The method is illustrated for polynomial degree $m=3,4,5$. There are several advantages of this new Archimedean copula class. It is shown that while working with the Bernstein-Bézier polynomial structures, a multi-parameter copula family can be constructed in an organized way. It is possible to create a new distribution function which has desirable dependence characteristics using Kendall's tau, lower and upper tail dependence. The parameters of the new model can be interpreted in terms of these dependence characteristics. And also, it is possible that we can create different distributions with the same dependence structures. Also, we obtain the parameter estimates minimizing the Cramér-vonMises distance which is based on Bernstein-Bézier type Archimedean copulas. We measure the performance of the estimation method with several values of Kendall's tau, lower and upper tail dependence coefficients by a Monte Carlo simulation study. We can conclude that the minimum Cramér-von-Mises method based on Kendall distribution using Bernstein polynomials outperforms the method based on empirical Kendall distribution function.
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## Abstract:

- This paper considers the estimation of the derivatives of a regression function based on biased data. The main feature of the study is to explore the case where the data comes from a negatively associated process. In this context, two different wavelet estimators are introduced: a linear wavelet estimator and a nonlinear wavelet estimator using the hard thresholding rule. Their theoretical performance is evaluated by determining sharp rates of convergence under $L^{p}$ risk, assuming that the unknown function of interest belongs to a ball of Besov spaces $B_{\widetilde{p}, q}^{s}(\mathbb{R})$. The obtained results extend some existing works on biased data in the independent case to the negatively associated case.
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## 1. INTRODUCTION

In this paper, the biased nonparametric regression model is considered. It is formulated as follows. Let $\left(X_{1}, Y_{1}\right),\left(X_{2}, Y_{2}\right), \ldots,\left(X_{n}, Y_{n}\right)$ be identically distributed random variables defined on a probability space $(\Omega, \mathcal{F}, \mathbb{P})$ with the common density function

$$
\begin{equation*}
f(x, y)=\frac{\omega(x, y) g(x, y)}{\mu}, \quad(x, y) \in[0,1] \times \mathbb{R} \tag{1.1}
\end{equation*}
$$

where $\omega$ stands for a known positive function, $g$ denotes the density function of the unobserved random variables $(U, V)$ and $\mu:=\mathbb{E}(\omega(X, Y))<\infty$. In this setup $g$ and $f$ mean the target density and weighted density, respectively, and the resulting data are biased data. We want to estimate the $d$ th derivative $r^{(d)}(x)$ of regression function

$$
\begin{equation*}
r(x):=\mathbb{E}(\rho(V) \mid U=x)=\int_{\mathbb{R}} \frac{\rho(y) g(x, y)}{h(x)} d y, \quad x \in[0,1] . \tag{1.2}
\end{equation*}
$$

This above model arises in many applications. For example, in order to estimate the change rate of agricultural output $V$ when the input $U$ increase (decrease) in a country. We obtain data $\left(X_{i}, Y_{i}\right)(i=1,2, \ldots, n)$ from those regions where spend more in agriculture, then $X_{i}$ and $Y_{i}$ stands for the agricultural input and output. Because it is more likely to sample those special regions, the density $f$ of $\left(X_{i}, Y_{i}\right)$ satisfies $f(x, y)=\frac{\omega(x, y) g(x, y)}{\mu}$ with some weight function $\omega$ and the real density $g$ of $(U, V)$. Then we can estimate the change rate $r^{(d)}$ of the country by the given data $\left(X_{i}, Y_{i}\right)$. Hence, the work about this regression estimation model is very important.

The former works have developed kernel or modified local polynomials estimators for the problem of estimating $r(x)$, i.e., $r^{(d)}(x)$ with $d=0$. See, for instance, [1], [20], [10], [21], [11], [12] and [5]. In order to obtain theoretical results, as optimal rates of convergence, in a general statistical setting or to reach the goal of adaptivity, wavelet methods have been developed by [9], [4] and [6]. Always focusing on wavelet methods, the estimation of $r(x)$ for (strongly mixing) dependent $\left(X_{1}, Y_{1}\right),\left(X_{2}, Y_{2}\right), \ldots,\left(X_{n}, Y_{n}\right)$ has been explored by [7], [8] and [17]. Also, for the prime goal, the estimation of the derivative $r^{(d)}(x)$ has been considered by [3] and [14], but only for independent $\left(X_{1}, Y_{1}\right),\left(X_{2}, Y_{2}\right), \ldots,\left(X_{n}, Y_{n}\right)$. More precisely, [3] provide an upper bound estimation over $L^{p}(\mathbb{R})(1 \leq p<\infty)$ risk for the derivative $r^{(d)}(x)$ of regression function with a linear wavelet estimator. Because this linear wavelet estimator is not adaptive, [14] construct a nonlinear wavelet estimator and study its convergence rate over $L^{p}(\mathbb{R})(1 \leq p<\infty)$ risk.

In this paper, we investigate a generalization of these works by considering the estimation of $r^{(d)}(x)$ from dependent $\left(X_{1}, Y_{1}\right),\left(X_{2}, Y_{2}\right), \ldots,\left(X_{n}, Y_{n}\right)$; the negatively associated case is considered. This kind of dependence naturally appear in many well-known multivariate distributions involved in a wide variety of applications. We refer to [2] and [16]. In this setting, a linear nonadaptive and nonlinear adaptive wavelet estimators are introduced. We determine their rates of convergence under the $L^{p}$ risk with $1 \leq p<\infty$, assuming that $r^{(d)}(x)$ belongs to Besov spaces $B_{\widetilde{p}, q}^{s}(\mathbb{R})$. We prove that, with mathematical efforts, the established results in the independent case can be transposed to the negatively associated case, showing the consistency of the wavelet methodology for this problem.

The rest of this paper is the following. The mathematical assumptions on the model are presented in Section 2. The necessary on the wavelets and Besov spaces are described in Section 3. The linear wavelet estimation is performed in Section 4. The nonlinear wavelet estimation is developed in Section 5. Some concluding remarks are postponed in Section 6.

## 2. ASUMPTIONS ON THE MODEL

In this section, we will introduce the definition and properties of negatively associated sample. In addition, some other assumptions for the model (1.1)-(1.2) are proposed.

Definition 2.1 ([2]). A sequence of random variable $X_{1}, X_{2}, \ldots, X_{n}$ is said to be negatively associated, if for each pair of disjoint nonempty subsets $A$ and $B$ of $\{i=1,2, \ldots, n\}$,

$$
\operatorname{Cov}\left(f\left(X_{i}, i \in A\right), g\left(X_{j}, j \in B\right)\right) \leq 0,
$$

where $f$ and $g$ are real-valued coordinate-wise nondecreasing functions and the corresponding covariances exist.

This definition can be extended to random vectors (see [16]). It is well known that $\operatorname{Cov}\left(X_{i}, X_{j}\right) \equiv 0$ when the random variable $X_{1}, X_{2}, \ldots, X_{n}$ is independent. Hence, the independence case is a special case of negatively associated case. Also, let $X_{1}, X_{2}, \ldots, X_{n}$ be independent random variables with $\log$ concave densities. Then, if $\sum_{i=1}^{n} X_{i}=c$ ( $c$ is a constant), $X_{1}, X_{2}, \ldots, X_{n}$ are negatively associated.

For examples of negatively associated case, [16] showed that many well-known multivariate distributions process the negatively associated property. Some examples include: the multinomial distribution, the multivariate hypergeometric distribution, the Dirichlet compound multinomial distribution, the permutation distribution and so on. Because of its wide application in multivariate statistical analysis and system reliability, many research of negatively associated has already considered, see, e.g., [19], [24], [18], [23]. In addition, an important property of negative association is given in the following lemma. It will be at a center of one of our main result.

Lemma 2.1 ([16]). Let $X_{1}, X_{2}, \ldots, X_{n}$ be a sequence of negatively associated random variables and $B_{1}, B_{2}, \ldots, B_{m}$ be some pairwise disjoint nonempty subsets of $\{i=1,2, \ldots, n\}$. If $f_{i}(i=1,2, \ldots, m)$ are $m$ coordinate-wise nondecreasing (nonincreasing) functions, then $f_{1}\left(X_{i}, i \in B_{1}\right), f_{2}\left(X_{i}, i \in B_{2}\right), \ldots, f_{m}\left(X_{i}, i \in B_{m}\right)$ are also negatively associated.

In this paper, $A \lesssim B$ denotes $A \leq c B$ with a positive constant $c$ which is independent of $A$ and $B ; A \gtrsim B$ means $B \lesssim A ; A \sim B$ stands for both $A \lesssim B$ and $B \lesssim A$.

For the problem (1.1)-(1.2), in addition to assume that $\left(X_{1}, Y_{1}\right),\left(X_{2}, Y_{2}\right), \ldots,\left(X_{n}, Y_{n}\right)$ are negatively associated, we make the following other assumptions:

A1. The density function $h$ of the random variable $U$ is nonincreasing, and has a positive lower bound,

$$
0<c_{1} \leq h(x), \quad x \in[0,1] .
$$

A2. The weight function $\omega$ is coordinate-wise nonincreasing, and has both positive upper and lower bounds, i.e., for $(x, y) \in[0,1] \times \mathbb{R}$,

$$
\omega(x, y) \sim 1 .
$$

A3. The function $\rho$ is known, nondecreasing and $\rho \in L^{\infty}(\mathbb{R})$.
A4. We have $r^{(u)}(0)=r^{(u)}(1)=0$ for any $u \in\{0, \ldots, d\}$.
A5. There exists a constant $c_{2}>0$ such that

$$
\sup _{x \in[0,1]}\left|r^{(d)}(x)\right| \leq c_{2}
$$

These assumptions are quite standard for the considered problem (see [3] and [14]). Only those involving the non monotonicity of some functions are deeply link with the negatively associated dependence assumption. They will be used for technical purpose in the proofs.

## 3. WAVELETS AND BESOV SPACES

Throughout this paper, we work with the wavelet basis described below. A wavelet function $\psi$ can be constructed from the scaling function $\phi$ in a simple way such that $\left\{2^{j / 2} \psi\left(2^{j} x-k\right)\right.$, $j \in \mathbb{Z}, k \in \mathbb{Z}\}$ constitutes an orthonormal basis (wavelet basis) of $L^{2}(\mathbb{R})$. Then, each $f \in L^{2}(\mathbb{R})$,

$$
f=\sum_{k \in \mathbb{Z}} \alpha_{j_{0}, k} \phi_{j_{0}, k}+\sum_{j=j_{0}}^{\infty} \sum_{k \in \mathbb{Z}} \beta_{j, k} \psi_{j, k}
$$

holds in $L^{2}(\mathbb{R})$ sense, where $\alpha_{j_{0}, k}=\left\langle f, \phi_{j_{0}, k}\right\rangle, \beta_{j, k}=\left\langle f, \psi_{j, k}\right\rangle$ and

$$
\phi_{j_{0}, k}(x)=2^{\frac{j_{0}}{2}} \phi\left(2^{j_{0}} x-k\right), \quad \psi_{j, k}(x)=2^{\frac{j}{2}} \psi\left(2^{j} x-k\right) .
$$

Let $P_{j}$ be the orthogonal projection operator from $L^{2}(\mathbb{R})$ onto the space $V_{j}$ with the orthonormal basis $\left\{\phi_{j, k}(\cdot)=2^{j / 2} \phi\left(2^{j} \cdot-k\right), k \in \mathbb{Z}\right\}$. Then, for $f \in L^{2}(\mathbb{R})$,

$$
P_{j} f=\sum_{k \in \mathbb{Z}} \alpha_{j, k} \phi_{j, k}
$$

A scaling function $\phi$ is called $m$ regular, if $\phi \in C^{m}(\mathbb{R})$ and $\left|D^{\alpha} \phi(x)\right| \leq c\left(1+x^{2}\right)^{-l}$ for each $l \in \mathbb{Z}(\alpha=0,1, \ldots, m)$. In this paper, we choose Daubechies scaling function $D_{2 N}$. Then, $\phi$ is $m$ regular when $N$ gets large enough. Furthermore, it can be shown that, for $f \in L^{p}(\mathbb{R})$ $(1 \leq p<\infty)$,

$$
\begin{equation*}
P_{j} f(x)=\sum_{k \in \mathbb{Z}} \alpha_{j, k} \phi_{j, k}(x) \tag{3.1}
\end{equation*}
$$

holds almost everywhere on $\mathbb{R}$ ([15]).

Lemma 3.1. Let a scaling function $\phi \in L^{2}(\mathbb{R})$ satisfy $m$ regular and $\left\{\alpha_{k}\right\} \in l_{p}$ $(1 \leq p \leq \infty)$. Then

$$
\left\|\sum_{k \in \mathbb{Z}} \alpha_{k} 2^{\frac{j}{2}} \phi\left(2^{j} x-k\right)\right\|_{p} \sim 2^{j\left(\frac{1}{2}-\frac{1}{p}\right)}\left\|\left(\alpha_{k}\right)\right\|_{p} .
$$

The proof of lemma can be found in [15]. In addition, Lemma 3.1 holds if the scaling function $\phi$ is replaced by the corresponding wavelet $\psi$.

One advantage of wavelets is that it can characterize Besov spaces. Besov spaces are important in theory and applications, which contain Hölder and $L^{2}$ Sobolev spaces as special examples. The next lemma provides equivalent definition for Besov space.

Lemma 3.2. Let $\phi$ be $m$ regular, $\psi$ be the corresponding wavelets and $f \in L^{p}(\mathbb{R})$. If $\alpha_{j, k}=\left\langle f, \phi_{j, k}\right\rangle, \beta_{j, k}=\left\langle f, \psi_{j, k}\right\rangle, p, q \in[1, \infty]$ and $0<s<m$, then the following assertions are equivalent:
(1) $f \in B_{p, q}^{s}(\mathbb{R})$;
(2) $\left\{2^{j s}\left\|P_{j} f-f\right\|_{p}\right\} \in l_{q}$;
(3) $\left\{2^{j\left(s-\frac{1}{p}+\frac{1}{2}\right)}\left\|\beta_{j}\right\|_{p}\right\} \in l_{q}$.

The Besov norm of $f$ can be defined by

$$
\begin{equation*}
\|f\|_{\mathcal{B}_{p, q}^{s}}:=\left\|\left(\alpha_{j_{0}}\right)\right\|_{p}+\left\|\left(2^{j\left(s-\frac{1}{p}+\frac{1}{2}\right)}\left\|\beta_{j}\right\|_{p}\right)_{j \geq j_{0}}\right\|_{q} \tag{3.2}
\end{equation*}
$$

where $\left\|\beta_{j}\right\|_{p}^{p}=\sum_{k \in \mathbb{Z}}\left|\beta_{j, k}\right|^{p}$.
In this paper, we will suppose the unknown function $r^{(d)}(x)$ belong to Besov balls $B_{p, q}^{s}(H)$ with $H>0$, which means $f \in B_{p, q}^{s}(H):=\left\{f \in B_{p, q}^{s}\left(\mathbb{R}^{d}\right),\|f\|_{B_{p, q}^{s}} \leq H\right\}$.

## 4. LINEAR WAVELET ESTIMATION

This section will introduce a linear wavelet estimator and discuss its convergence rate over $L^{p}(1 \leq p<\infty)$ risk. Now our linear wavelet estimator is defined by

$$
\begin{equation*}
\widehat{r}_{n}^{(d)}(x):=\sum_{k \in \Omega} \widehat{\alpha}_{j_{0}, k} \phi_{j_{0}, k}(x) . \tag{4.1}
\end{equation*}
$$

In this definition, we have set

$$
\begin{gather*}
\widehat{\alpha}_{j_{0}, k}=(-1)^{d} \frac{\widehat{\mu}_{n}}{n} \sum_{i=1}^{n} \frac{\rho\left(Y_{i}\right)}{\omega\left(X_{i}, Y_{i}\right) h\left(X_{i}\right)} \phi_{j_{0}, k}^{(d)}\left(X_{i}\right),  \tag{4.2}\\
\widehat{\mu}_{n}=\left[\frac{1}{n} \sum_{i=1}^{n} \frac{1}{\omega\left(X_{i}, Y_{i}\right)}\right]^{-1} \tag{4.3}
\end{gather*}
$$

and $\Omega=\left\{k \in \mathbb{Z}, \operatorname{supp} r^{(d)} \cap \operatorname{supp} \phi_{j_{0}, k} \neq \varnothing\right\}$. Then, it follows from the compactly supported properties of the function $r^{(d)}$ and $\phi_{j 0, k}$ that the cardinality of $\Omega$ satisfies $|\Omega| \sim 2^{j_{0}}$.

On the other hand, some existing results on these estimators in the independent case remain true. Indeed, according to the [14, Lemma 2.1], under Condition A4, we know that

$$
\begin{equation*}
\mathbb{E}\left(\frac{1}{\widehat{\mu}_{n}}\right)=\frac{1}{\mu} \tag{4.4}
\end{equation*}
$$

and

$$
\begin{equation*}
\mathbb{E}\left[(-1)^{d} \frac{\mu \rho\left(Y_{i}\right)}{\omega\left(X_{i}, Y_{i}\right) h\left(X_{i}\right)} \phi_{j_{0}, k}^{(d)}\left(X_{i}\right)\right]=\alpha_{j_{0}, k} \tag{4.5}
\end{equation*}
$$

These two equations mean that $\widehat{\mu}_{n}$ and $\widehat{\alpha}_{j_{0}, k}$ are unbiased estimators of $\mu$ and $\alpha_{j_{0}, k}$, respectively. Furthermore, the linear estimator $\widehat{r}_{n}^{(d)}(x)$ can also be as an unbiased estimator of $r^{(d)}(x)$. In the following, we present an important lemma, which will be used to prove our theorems.

Lemma 4.1. For the problem (1.1)-(1.2) with Conditions A1-A5 hold. If $2^{j_{0}} \leq n$, then, for $1 \leq p<\infty$, we have

$$
\mathbb{E}\left|\widehat{\alpha}_{j_{0}, k}-\alpha_{j_{0}, k}\right|^{p} \lesssim 2^{j_{0} d p} n^{-\frac{p}{2}}
$$

Proof of Lemma 4.1: According to the definition of $\widehat{\alpha}_{j_{0}, k}$, the following decomposition holds:

$$
\widehat{\alpha}_{j_{0}, k}-\alpha_{j_{0}, k}=\frac{\widehat{\mu}_{n}}{\mu}\left[(-1)^{d} \frac{\mu}{n} \sum_{i=1}^{n} \frac{\rho\left(Y_{i}\right)}{\omega\left(X_{i}, Y_{i}\right) h\left(X_{i}\right)} \phi_{j_{0}, k}^{(d)}\left(X_{i}\right)-\alpha_{j_{0}, k}\right]+\alpha_{j_{0}, k} \cdot \widehat{\mu}_{n}\left(\frac{1}{\mu}-\frac{1}{\widehat{\mu}_{n}}\right) .
$$

Furthermore, one has

$$
\begin{align*}
\mathbb{E}\left|\widehat{\alpha}_{j_{0}, k}-\alpha_{j_{0}, k}\right|^{p} \lesssim & \mathbb{E}\left|\frac{\widehat{\mu}_{n}}{\mu}\left[(-1)^{d} \frac{\mu}{n} \sum_{i=1}^{n} \frac{\rho\left(Y_{i}\right)}{\omega\left(X_{i}, Y_{i}\right) h\left(X_{i}\right)} \phi_{j_{0}, k}^{(d)}\left(X_{i}\right)-\alpha_{j_{0}, k}\right]\right|^{p} \\
& +\mathbb{E}\left|\alpha_{j_{0}, k} \cdot \widehat{\mu}_{n}\left(\frac{1}{\mu}-\frac{1}{\widehat{\mu}_{n}}\right)\right|^{p} \tag{4.6}
\end{align*}
$$

Then, it follows from Condition A5, Hölder's inequality and the orthonormality of $\left\{\phi_{j_{0}, k}\right\}$ that $\left|\alpha_{j_{0}, k}\right|=\left|\int_{[0,1]} r^{(d)}(x) \phi_{j_{0}, k}(x) d x\right| \lesssim 1$. Moreover, Condition A2 and the definition of $\widehat{\mu}_{n}$ imply that $\left|\widehat{\mu}_{n}\right| \lesssim 1$. Hence, the inequality (4.6) reduces to

$$
\begin{array}{ll}
\mathbb{E}\left|\widehat{\alpha}_{j_{0}, k}-\alpha_{j_{0}, k}\right|^{p} & \lesssim \mathbb{E}\left|\frac{\mu}{n} \sum_{i=1}^{n}(-1)^{d} \frac{\rho\left(Y_{i}\right)}{\omega\left(X_{i}, Y_{i}\right) h\left(X_{i}\right)} \phi_{j_{0}, k}^{(d)}\left(X_{i}\right)-\alpha_{j_{0}, k}\right|^{p}+\mathbb{E}\left|\frac{1}{\mu}-\frac{1}{\hat{\mu}_{n}}\right|^{p} \\
& :=Q_{1}+Q_{2} . \tag{4.7}
\end{array}
$$

Let us now bound $Q_{1}$ and $Q_{2}$ as sharp as possible.

- Upper bound of $Q_{1}$.

Define $\xi_{i}:=\frac{(-1)^{d} \mu \rho\left(Y_{i}\right)}{\omega\left(X_{i}, Y_{i}\right) h\left(X_{i}\right)} \phi_{j_{0}, k}^{(d)}\left(X_{i}\right)-\alpha_{j_{0}, k}$. Then, one gets

$$
Q_{1}:=\mathbb{E}\left|\frac{1}{n} \sum_{i=1}^{n} \xi_{i}\right|^{p}=\left(\frac{1}{n}\right)^{p} \mathbb{E}\left|\sum_{i=1}^{n} \xi_{i}\right|^{p} .
$$

Because $\phi^{(d)}$ is a bounded variation function, one can assume

$$
\phi^{(d)}:=\bar{\phi}-\widetilde{\phi}
$$

where $\bar{\phi}$ and $\widetilde{\phi}$ are bounded, nonnegative and nondecreasing functions ([22]). Then, we can write

$$
\phi_{j_{0}, k}^{(d)}:=2^{j_{0} d}\left(\bar{\phi}_{j_{0}, k}-\widetilde{\phi}_{j_{0}, k}\right)
$$

Moreover, one defines

$$
\bar{\alpha}_{j_{0}, k}:=\int(-1)^{d} 2^{j_{0} d} \bar{\phi}_{j_{0}, k}(x) r(x) d x, \quad \widetilde{\alpha}_{j_{0}, k}:=\int(-1)^{d} 2^{j_{0} d} \widetilde{\phi}_{j_{0}, k}(x) r(x) d x
$$

and

$$
\bar{\xi}_{i}:=\frac{(-1)^{d} 2^{j_{0} d} \mu \rho\left(Y_{i}\right)}{\omega\left(X_{i}, Y_{i}\right) h\left(X_{i}\right)} \bar{\phi}_{j_{0}, k}\left(X_{i}\right)-\bar{\alpha}_{j_{0}, k}, \quad \widetilde{\xi}_{i}:=\frac{(-1)^{d} 2^{j_{0} d} \mu \rho\left(Y_{i}\right)}{\omega\left(X_{i}, Y_{i}\right) h\left(X_{i}\right)} \widetilde{\phi}_{j_{0}, k}\left(X_{i}\right)-\widetilde{\alpha}_{j_{0}, k}
$$

Then, we have $\alpha_{j_{0}, k}=\bar{\alpha}_{j_{0}, k}-\widetilde{\alpha}_{j_{0}, k}, \xi_{i}=\bar{\xi}_{i}-\widetilde{\xi}_{i}$ and, by an elementary inequality of convexity, one gets

$$
\begin{equation*}
Q_{1}=\left(\frac{1}{n}\right)^{p} \mathbb{E}\left|\sum_{i=1}^{n}\left(\bar{\xi}_{i}-\widetilde{\xi}_{i}\right)\right|^{p} \lesssim\left(\frac{1}{n}\right)^{p}\left[\mathbb{E}\left|\sum_{i=1}^{n} \bar{\xi}_{i}\right|^{p}+\mathbb{E}\left|\sum_{i=1}^{n} \widetilde{\xi}_{i}\right|^{p}\right] \tag{4.8}
\end{equation*}
$$

Using (1.1), (1.2) and Condition A4, one knows that $\mathbb{E} \bar{\xi}_{i}=0$. Note that $\frac{\rho(y) \bar{\phi}_{j_{0}, k}(x)}{\omega(x, y) h(x)}$ is a nondecreasing function by the monotonicity of $\bar{\phi}_{j_{0}, k}(x)$ and Conditions A1-A3. Furthermore, we get that $\left\{\bar{\xi}_{i}, i=1,2, \ldots, n\right\}$ is negatively associated by Lemma 2.1. On the other hand, $\left|\bar{\xi}_{i}\right|^{p} \lesssim\left|\frac{(-1)^{d} 2^{j_{0} d} \mu \rho\left(Y_{i}\right)}{\omega\left(X_{i}, Y_{i}\right) h\left(X_{i}\right)} \bar{\phi}_{j_{0}, k}\left(X_{i}\right)\right|^{p}+\left|\bar{\alpha}_{j_{0}, k}\right|^{p} \quad$ and $\quad\left|\bar{\alpha}_{j_{0}, k}\right|^{p}=\left|\mathbb{E}\left[\frac{(-1)^{d} 2^{j_{0} d} \mu \rho\left(Y_{i}\right)}{\omega\left(X_{i}, Y_{i}\right) h\left(X_{i}\right)} \bar{\phi}_{j_{0}, k}\left(X_{i}\right)\right]\right|^{p}$ $\leq \mathbb{E}\left|\frac{(-1)^{d} 2^{j}{ }^{j} d \rho \rho\left(Y_{i}\right)}{\omega\left(X_{i}, Y_{i}\right) h\left(X_{i}\right)} \bar{\phi}_{j_{0}, k}\left(X_{i}\right)\right|^{p}$ thanks to Jensen's inequality. Then, one has

$$
\begin{aligned}
\mathbb{E}\left|\bar{\xi}_{i}\right|^{p} & \lesssim \mathbb{E}\left|\frac{(-1)^{d} 2^{j_{0} d} \mu \rho\left(Y_{i}\right)}{\omega\left(X_{i}, Y_{i}\right) h\left(X_{i}\right)} \bar{\phi}_{j_{0}, k}\left(X_{i}\right)\right|^{p} \\
& =\int_{\mathbb{R}} \int_{[0,1]}\left|\frac{(-1)^{d} 2^{j_{0} d} \mu \rho(y)}{\omega(x, y) h(x)} \bar{\phi}_{j_{0}, k}(x)\right|^{p} f(x, y) d x d y
\end{aligned}
$$

Using Conditions A1-A3 and (1.1), one finds that

$$
\begin{equation*}
\mathbb{E}\left|\bar{\xi}_{i}\right|^{p} \lesssim 2^{j_{0} d p} \int_{[0,1]}\left|\bar{\phi}_{j_{0}, k}(x)\right|^{p} d x \lesssim 2^{j_{0}\left[\left(d+\frac{1}{2}\right) p-1\right]} \tag{4.9}
\end{equation*}
$$

In particular, $\mathbb{E}\left|\bar{\xi}_{i}\right|^{2} \lesssim 2^{2 j_{0} d}$. Recall Rosenthal's inequality ([18]): If $X_{1}, X_{2}, \ldots, X_{n}$ are negatively associated random variables such that $\mathbb{E} X_{i}=0$ and $\mathbb{E}\left|X_{i}\right|^{p}<\infty$, then

$$
\mathbb{E}\left|\sum_{i=1}^{n} X_{i}\right|^{p} \lesssim \begin{cases}\sum_{i=1}^{n} \mathbb{E}\left|X_{i}\right|^{p}+\left(\sum_{i=1}^{n} \mathbb{E} X_{i}^{2}\right)^{\frac{p}{2}}, & p>2 \\ \left(\sum_{i=1}^{n} \mathbb{E} X_{i}^{2}\right)^{\frac{p}{2}}, & 1 \leq p \leq 2\end{cases}
$$

According to this inequality and (4.9), one gets

$$
\mathbb{E}\left|\sum_{i=1}^{n} \bar{\xi}_{i}\right|^{p} \lesssim \begin{cases}{\left[2^{j_{0}\left[\left(d+\frac{1}{2}\right) p-1\right]} \cdot n+\left(n \cdot 2^{2 j_{0} d}\right)^{\frac{p}{2}}\right],} & p \geq 2 \\ 2^{j_{0} d p} n^{p / 2}, & 1 \leq p<2\end{cases}
$$

This with $2^{j_{0}}<n$ shows that $\mathbb{E}\left|\sum_{i=1}^{n} \bar{\xi}_{i}\right|^{p} \lesssim 2^{j_{0} d p} n^{p / 2} . \quad$ Similarly, $\mathbb{E}\left|\sum_{i=1}^{n} \widetilde{\xi}_{i}\right|^{p} \lesssim 2^{j_{0} d p} n^{p / 2}$. Combining those with (4.8), one knows that

$$
\begin{equation*}
Q_{1} \lesssim 2^{j_{0} d p} n^{-p / 2} \tag{4.10}
\end{equation*}
$$

- Upper bound of $Q_{2}$.

Using the definition of $\widehat{\mu}_{n}$, one has

$$
\begin{align*}
\mathbb{E}\left|\frac{1}{\mu}-\frac{1}{\widehat{\mu}_{n}}\right|^{p} & =\mathbb{E}\left|\frac{1}{n} \sum_{i=1}^{n} \frac{1}{\omega\left(X_{i}, Y_{i}\right)}-\frac{1}{\mu}\right|^{p} \\
& =\frac{1}{n^{p}} \mathbb{E}\left|\sum_{i=1}^{n}\left[\frac{1}{\omega\left(X_{i}, Y_{i}\right)}-\frac{1}{\mu}\right]\right|^{p} \tag{4.11}
\end{align*}
$$

Define $\eta_{i}:=\frac{1}{\omega\left(X_{i}, Y_{i}\right)}-\frac{1}{\mu}$. Then, $\mathbb{E}\left(\eta_{i}\right)=0$ by (4.4). The monotonicity of $\omega(x, y)$ in Condition A2 and Lemma 2.1 imply that $\eta_{1}, \ldots, \eta_{n}$ are negatively associated. In addition, $\mathbb{E}\left|\eta_{i}\right|^{p} \lesssim 1$ thanks to Condition A2. According to Rosenthal's inequality, one has

$$
\begin{equation*}
\mathbb{E}\left|\frac{1}{\mu}-\frac{1}{\widehat{\mu}_{n}}\right|^{p} \lesssim n^{-\frac{p}{2}} \tag{4.12}
\end{equation*}
$$

Now it is easy to see from (4.7), (4.10) and (4.12) that

$$
\mathbb{E}\left|\widehat{\alpha}_{j_{0}, k}-\alpha_{j_{0}, k}\right|^{p} \lesssim 2^{j_{0} d p} n^{-\frac{p}{2}}
$$

This completes the proof of Lemma 4.1.

In this position, we will state our first theorem.

Theorem 4.1. For the problem (1.1)-(1.2) with Conditions A1-A5. Let $r^{(d)} \in B_{\widetilde{p}, q}^{s}(H)$ $(\widetilde{p}, q \in[1, \infty), s>0)$, and $\widetilde{p} \geq p \geq 1$, or $\widetilde{p} \leq p<\infty$ and $s>\frac{1}{\widetilde{p}}$. The linear wavelet estimator $\widehat{r}_{n}^{(d)}$ be defined in (4.1) with $2^{j_{0}} \sim n^{\frac{1}{2 s^{\prime}+2 d+1}}$ and $s^{\prime}=s-\left(\frac{1}{\tilde{p}}-\frac{1}{p}\right)_{+}$. Then, for $1 \leq p<\infty$, we have

$$
\mathbb{E} \int_{[0,1]}\left|\widehat{r}_{n}^{(d)}(x)-r^{(d)}(x)\right|^{p} d x \lesssim n^{-\frac{s^{\prime} p}{2 s^{\prime}+2 d+1}}
$$

Proof of Theorem 4.1: Note that

$$
\begin{equation*}
\mathbb{E} \int_{[0,1]}\left|\widehat{r}_{n}^{(d)}(x)-r^{(d)}(x)\right|^{p} d x \lesssim \mathbb{E}\left\|\sum_{k \in \Omega}\left(\widehat{\alpha}_{j_{0}, k}-\alpha_{j_{0}, k}\right) \phi_{j_{0}, k}\right\|_{p}^{p}+\left\|P_{j_{0}} r^{(d)}-r^{(d)}\right\|_{p}^{p} \tag{4.13}
\end{equation*}
$$

It follows from Lemma 3.1 that

$$
\mathbb{E}\left\|\sum_{k \in \Omega}\left(\widehat{\alpha}_{j_{0}, k}-\alpha_{j_{0}, k}\right) \phi_{j_{0}, k}\right\|_{p}^{p} \lesssim 2^{p\left(\frac{j_{0}}{2}-\frac{j_{0}}{p}\right)} \sum_{k \in \Omega} \mathbb{E}\left|\widehat{\alpha}_{j_{0}, k}-\alpha_{j_{0}, k}\right|^{p}
$$

Using Lemma 4.1, $|\Omega| \sim 2^{j_{0}}$ and $2^{j_{0}} \sim n^{\frac{1}{2 s^{\prime}+2 d+1}}$, one knows

$$
\begin{equation*}
\mathbb{E}\left\|\sum_{k \in \Omega}\left(\widehat{\alpha}_{j_{0}, k}-\alpha_{j_{0}, k}\right) \phi_{j_{0}, k}\right\|_{p}^{p} \lesssim\left(\frac{2^{j_{0}(1+2 d)}}{n}\right)^{\frac{p}{2}} \sim n^{-\frac{s^{\prime} p}{2 s^{\prime}+2 d+1}} . \tag{4.14}
\end{equation*}
$$

Next, one estimates $\left\|P_{j_{0}} r^{(d)}-r^{(d)}\right\|_{p}^{p}$. When $\widetilde{p} \leq p$ and $s>\frac{1}{\tilde{p}}, B_{\widetilde{p}, q}^{s}(\mathbb{R}) \subseteq B_{p, q}^{s^{\prime}}(\mathbb{R})$. Then, $r^{(d)} \in B_{p, q}^{s^{\prime}}(\mathbb{R})$ and

$$
\begin{equation*}
\left\|P_{j_{0}} r^{(d)}-r^{(d)}\right\|_{p}^{p} \lesssim 2^{-j_{0} s^{\prime} p} \tag{4.15}
\end{equation*}
$$

thanks to Lemma 3.2. When $\widetilde{p}>p, s^{\prime}=s$. Using Hölder's inequality and the compact support of $r^{(d)}$ and $\phi$, one gets

$$
\left\|P_{j_{0}} r^{(d)}-r^{(d)}\right\|_{p}^{p} \lesssim\left\|P_{j_{0}} r^{(d)}-r^{(d)}\right\|_{\tilde{p}}^{p} .
$$

Then, it is easy to see from Lemma 3.2 and $r^{(d)} \in B_{\widetilde{p}, q}^{s}(H)$ that $\left\|P_{j_{0}} r^{(d)}-r^{(d)}\right\|_{p}^{p} \lesssim 2^{-j_{0} s^{\prime} p}$. This result with (4.15) shows that, for $1 \leq p<\infty$,

$$
\begin{equation*}
\left\|P_{j_{0}} r^{(d)}-r^{(d)}\right\|_{p}^{p} \lesssim 2^{-j_{0} s^{\prime} p} . \tag{4.16}
\end{equation*}
$$

Furthermore, by $2^{j_{0}} \sim n^{\frac{1}{2 s^{s}+2 d+1}}$, one gets

$$
\begin{equation*}
\left\|P_{j_{0}} r^{(d)}-r^{(d)}\right\|_{p}^{p} \lesssim n^{-\frac{s^{\prime} p}{2 s^{\prime}+2 d+1}} . \tag{4.17}
\end{equation*}
$$

Combining this with (4.13) and (4.14),

$$
\mathbb{E} \int_{[0,1]}\left|\widehat{r}_{n}^{(d)}(x)-r^{(d)}(x)\right|^{p} d x \lesssim n^{-\frac{s^{\prime} p}{2 s^{\prime}+2 d+1}} .
$$

This ends the proof of Theorem 4.1.

Since $j_{0}$ depends on $s^{\prime}$ which remains unknown, $\widehat{r}_{n}^{(d)}(x)$ is not adaptive. Theorem 4.1 is however of interest to determine in a simple manner sharp rates of convergence in our statistical setting. We do not however claim that they are optimal in the minimax sense; the lower bounds in this case are not proved in this study. Also, Theorem 4.1 can be viewed as generalization to the [3, Theorem 3.3] to the negatively associated case.

## 5. NONLINEAR WAVELET ESTIMATION

In this section, we will construct a adaptive nonlinear wavelet estimator and consider its upper bound over $L^{p}(1 \leq p<+\infty)$ risk. Now, we define our nonlinear wavelet estimator

$$
\begin{equation*}
\widetilde{r}_{n}^{(d)}(x):=\sum_{k \in \Omega} \widehat{\alpha}_{j_{0}, k} \phi_{j_{0}, k}(x)+\sum_{j=j_{0}}^{j_{1}} \sum_{k \in \Lambda_{j}} \widehat{\beta}_{j, k} I_{\left\{\left|\widehat{\beta}_{j, k}\right| \geq \kappa t_{n}\right\}} \psi_{j, k}(x), \tag{5.1}
\end{equation*}
$$

where $t_{n}:=2^{j d} \sqrt{\frac{\ln n}{n}}$,

$$
\begin{equation*}
\widehat{\beta}_{j, k}=(-1)^{d} \frac{\widehat{\mu}_{n}}{n} \sum_{i=1}^{n} \frac{\rho\left(Y_{i}\right)}{\omega\left(X_{i}, Y_{i}\right) h\left(X_{i}\right)} \psi_{j, k}^{(d)}\left(X_{i}\right) \tag{5.2}
\end{equation*}
$$

and $I_{A}$ denotes the indicator function over a set $A$, i.e., $I_{A}=1$ if $A$ is satisfied and 0 otherwise. The positive integers $j_{0}, j_{1}$ (depend on $n$ ) and the positive number $\kappa$ will be given later on. The main difference between $\widetilde{r}^{(d)}$ and the linear wavelet estimator is the individual selection of the $\widehat{\beta}_{j, k}$ 's done by the hard thresholding rule (formalized by the indicator function over $\left.\left\{\left|\widehat{\beta}_{j, k}\right| \geq \kappa t_{n}\right\}\right)$. We refer to [13] and [15] for the deep link between this selection technique and the intrinsic properties of the wavelets.

It should be pointed out that $\mathbb{E}\left[(-1)^{d} \frac{\mu \rho\left(Y_{i}\right)}{\omega\left(X_{i}, Y_{i}\right) h\left(X_{i}\right)} \psi_{j, k}^{(d)}\left(X_{i}\right)\right]=\beta_{j, k}$ thanks to [14, Lemma 2.1] (which uses Condition A4).

Note that Lemma 4.1 is still true if $\widehat{\alpha}_{j_{0}, k}$ is replaced by $\widehat{\beta}_{j, k}$, which leads to the following lemma.

Lemma 5.1. For the problem (1.1)-(1.2) with Conditions A1-A5 hold. If $2^{j} \leq n$, then for $1 \leq p<\infty$, we have

$$
\mathbb{E}\left|\widehat{\beta}_{j, k}-\beta_{j, k}\right|^{p} \lesssim 2^{j d p} n^{-\frac{p}{2}}
$$

Lemma 5.2. For the problem (1.1)-(1.2) with Conditions A1-A5. Then, for $j 2^{j} \leq n$ and each $w>0$, there exists a constant $\kappa>1$ such that

$$
\mathbb{P}\left(\left|\widehat{\beta}_{j, k}-\beta_{j, k}\right| \geq \kappa t_{n}\right) \lesssim 2^{-w j}
$$

Proof of Lemma 5.2: Via similar arguments to those used in (4.7), we obtain

$$
\left|\widehat{\beta}_{j, k}-\beta_{j, k}\right| \lesssim\left|\frac{\mu}{n} \sum_{i=1}^{n}(-1)^{d} \frac{\rho\left(Y_{i}\right)}{\omega\left(X_{i}, Y_{i}\right) h\left(X_{i}\right)} \psi_{j, k}^{(d)}\left(X_{i}\right)-\beta_{j, k}\right|+\left|\frac{1}{\mu}-\frac{1}{\widehat{\mu}_{n}}\right| .
$$

Hence, it suffices to prove

$$
\begin{equation*}
\mathbb{P}\left(\left|\frac{1}{n} \sum_{i=1}^{n}\left[\frac{(-1)^{d} \mu \rho\left(Y_{i}\right)}{\omega\left(X_{i}, Y_{i}\right) h\left(X_{i}\right)} \psi_{j, k}^{(d)}\left(X_{i}\right)-\beta_{j, k}\right]\right| \geq \frac{\kappa}{2} t_{n}\right) \lesssim 2^{-w j} \tag{5.3}
\end{equation*}
$$

and

$$
\mathbb{P}\left(\frac{1}{n}\left|\sum_{i=1}^{n}\left[\frac{1}{\omega\left(X_{i}, Y_{i}\right)}-\frac{1}{\mu}\right]\right| \geq \frac{\kappa}{2} t_{n}\right) \lesssim 2^{-w j}
$$

One shows the first inequality (5.3) only, the second one is similar and even simpler.
Define $\gamma_{i}:=\frac{(-1)^{d} \mu \rho\left(Y_{i}\right)}{\omega\left(X_{i}, Y_{i}\right) h\left(X_{i}\right)} \psi_{j, k}^{(d)}\left(X_{i}\right)-\beta_{j, k}$. Then, one has

$$
\mathbb{P}\left(\left|\frac{1}{n} \sum_{i=1}^{n}\left[\frac{(-1)^{d} \mu \rho\left(Y_{i}\right)}{\omega\left(X_{i}, Y_{i}\right) h\left(X_{i}\right)} \psi_{j, k}^{(d)}\left(X_{i}\right)-\beta_{j, k}\right]\right| \geq \frac{\kappa}{2} t_{n}\right)=\mathbb{P}\left(\left|\frac{1}{n} \sum_{i=1}^{n} \gamma_{i}\right| \geq \frac{\kappa}{2} t_{n}\right) .
$$

Because $\psi^{(d)}$ is a bounded variation function, one can assume

$$
\psi^{(d)}:=\bar{\psi}-\widetilde{\psi}
$$

where $\bar{\psi}$ and $\widetilde{\psi}$ are bounded, nonnegative and nondecreasing functions ([22]). Then,

$$
\psi_{j, k}^{(d)}:=2^{j d}\left(\bar{\psi}_{j, k}-\widetilde{\psi}_{j, k}\right)
$$

Moreover, one defines

$$
\bar{\beta}_{j, k}:=\int(-1)^{d} 2^{j d} \bar{\psi}_{j, k}(x) r(x) d x, \quad \widetilde{\beta}_{j, k}:=\int(-1)^{d} 2^{j d} \widetilde{\psi}_{j, k}(x) r(x) d x
$$

and

$$
\bar{\gamma}_{i}:=\frac{(-1)^{d} 2^{j d} \mu \rho\left(Y_{i}\right)}{\omega\left(X_{i}, Y_{i}\right) h\left(X_{i}\right)} \bar{\psi}_{j, k}\left(X_{i}\right)-\bar{\beta}_{j, k}, \quad \widetilde{\gamma}_{i}:=\frac{(-1)^{d} 2^{j d} \mu \rho\left(Y_{i}\right)}{\omega\left(X_{i}, Y_{i}\right) h\left(X_{i}\right)} \widetilde{\psi}_{j, k}\left(X_{i}\right)-\widetilde{\beta}_{j, k}
$$

Then, $\beta_{j, k}=\bar{\beta}_{j, k}-\widetilde{\beta}_{j, k}, \gamma_{i}=\bar{\gamma}_{i}-\widetilde{\gamma}_{i}$ and

$$
\begin{equation*}
\mathbb{P}\left(\left|\frac{1}{n} \sum_{i=1}^{n} \gamma_{i}\right| \geq \frac{\kappa}{2} t_{n}\right) \lesssim \mathbb{P}\left(\left|\frac{1}{n} \sum_{i=1}^{n} \bar{\gamma}_{i}\right| \geq \frac{\kappa}{4} t_{n}\right)+\mathbb{P}\left(\left|\frac{1}{n} \sum_{i=1}^{n} \widetilde{\gamma}_{i}\right| \geq \frac{\kappa}{4} t_{n}\right) \tag{5.4}
\end{equation*}
$$

According to (1.1), (1.2) and Condition A4, one gets $\mathbb{E} \bar{\gamma}_{i}=\bar{\beta}_{j, k}$. Moreover, $\bar{\gamma}_{1}, \bar{\gamma}_{2}, \ldots, \bar{\gamma}_{n}$ are negatively associated by Conditions A1-A3, Lemma 2.1 and the nondecreasing property of $\bar{\psi}_{j, k}$. On the other hand, by the bounded properties of functions in Conditions A1-A3, $\left|\frac{(-1)^{d} 2^{j d} \mu \rho\left(Y_{i}\right)}{\omega\left(X_{i}, Y_{i}\right) h\left(X_{i}\right)} \bar{\psi}_{j, k}\left(X_{i}\right)\right| \lesssim 2^{j\left(d+\frac{1}{2}\right)}$ and

$$
\left|\bar{\gamma}_{i}\right| \lesssim\left|\frac{(-1)^{d} 2^{j d} \mu \rho\left(Y_{i}\right)}{\omega\left(X_{i}, Y_{i}\right) h\left(X_{i}\right)} \bar{\psi}_{j, k}\left(X_{i}\right)\right|+\mathbb{E}\left|\frac{(-1)^{d} 2^{j d} \mu \rho\left(Y_{i}\right)}{\omega\left(X_{i}, Y_{i}\right) h\left(X_{i}\right)} \bar{\psi}_{j, k}\left(X_{i}\right)\right| \lesssim 2^{j\left(d+\frac{1}{2}\right)}
$$

Similar to the arguments of (4.9) with $p=2, \mathbb{E}\left(\bar{\gamma}_{i}\right)^{2} \lesssim 2^{2 j d}$. Recall Bernstein's inequality: Let $X_{1}, \ldots, X_{n}$ be negatively associated random variables such that $\mathbb{E} X_{i}=0,\left|X_{i}\right| \leq M$ and $\mathbb{E} X_{i}^{2}=\sigma^{2}$. Then, for each $v \geq 0$,

$$
\mathbb{P}\left(\frac{1}{n}\left|\sum_{i=1}^{n} X_{i}\right| \geq v\right) \leq 2 \cdot \exp \left\{-\frac{n v^{2}}{2\left(\sigma^{2}+\frac{v M}{3}\right)}\right\}
$$

It follows from Bernstein's inequality, $t_{n}=2^{j d} \sqrt{\frac{\ln n}{n}}$ and $j 2^{j} \leq n$ that

$$
\mathbb{P}\left(\left|\frac{1}{n} \sum_{i=1}^{n} \bar{\gamma}_{i}\right| \geq \frac{\kappa}{4} t_{n}\right) \lesssim \exp \left\{-\frac{n\left(\frac{\kappa t_{n}}{4}\right)^{2}}{2\left(2^{2 j d}+\frac{\kappa t_{n}}{12} 2^{j\left(d+\frac{1}{2}\right)}\right)}\right\} \lesssim \exp \left\{-\frac{\ln n \kappa^{2}}{32\left(1+\frac{\kappa}{12}\right)}\right\}
$$

Obviously, there exists sufficiently large $\kappa>1$ such that $\exp \left\{-\frac{\ln n \kappa^{2}}{32\left(1+\frac{\kappa}{12}\right)}\right\} \lesssim 2^{-w j}$. Hence,

$$
\mathbb{P}\left(\left|\frac{1}{n} \sum_{i=1}^{n} \bar{\gamma}_{i}\right| \geq \frac{\kappa}{4} t_{n}\right) \lesssim 2^{-w j}
$$

Similarly, $\mathbb{P}\left(\left|\frac{1}{n} \sum_{i=1}^{n} \widetilde{\gamma}_{i}\right| \geq \frac{\kappa}{4} t_{n}\right) \lesssim 2^{-w j}$. Those results with (5.4) show that

$$
\mathbb{P}\left(\left|\frac{1}{n} \sum_{i=1}^{n}\left[\frac{(-1)^{d} \mu \rho\left(Y_{i}\right)}{\omega\left(X_{i}, Y_{i}\right) h\left(X_{i}\right)} \psi_{j, k}^{(d)}\left(X_{i}\right)-\beta_{j, k}\right]\right| \geq \frac{\kappa}{2} t_{n}\right) \lesssim 2^{-w j}
$$

This ends the proof of Lemma 5.2.

Now we will give our last theorem in this position.
Theorem 5.1. For the problem (1.1)-(1.2) with Conditions A1-A5. Let $r^{(d)} \in B_{\bar{p}, q}^{s}(H)$ $(\widetilde{p}, q \in[1, \infty), s>0)$, and $\widetilde{p} \geq p \geq 1$, or $\widetilde{p} \leq p<\infty$ and $s>\frac{1}{\tilde{p}}$. Then, the nonlinear wavelet estimator $\widetilde{r}_{n}^{(d)}$ defined in (5.1) with $2^{j_{0}} \sim n^{\frac{1}{2 m+2 d+1}}(m>s)$ and $2^{j_{1}} \sim\left(\frac{n}{\ln n}\right)^{\frac{1}{2 d+1}}$ satisfies

$$
\begin{equation*}
\mathbb{E} \int_{[0,1]}\left|\widetilde{r}_{n}^{(d)}(x)-r^{(d)}(x)\right|^{p} d x \lesssim(\ln n)^{\frac{3 p}{2}} n^{-\alpha p}, \tag{5.5}
\end{equation*}
$$

where

$$
\alpha= \begin{cases}\frac{s}{2 s+2 d+1}, & \widetilde{p} \geq \frac{p(2 d+1)}{2 s+2 d+1}  \tag{5.6}\\ \frac{s-1 / \widetilde{p}+1 / p}{2(s-1 / \widetilde{p})+2 d+1}, & \widetilde{p}<\frac{p(2 d+1)}{2 s+2 d+1}\end{cases}
$$

Proof of Theorem 5.1: For the proof of Theorem 5.1, we will prove it under two cases respectively.
(i) Upper bound estimation under $\widetilde{p} \leq p<\infty$ and $s>\frac{1}{\bar{p}}$.

In this case, (5.6) can be rewritten as

$$
\alpha=\min \left\{\frac{s}{2 s+2 d+1}, \frac{s-1 / \widetilde{p}+1 / p}{2(s-1 / \widetilde{p})+2 d+1}\right\} .
$$

By the definition of $\widetilde{r}_{n}^{(d)}(x)$,

$$
\begin{align*}
\mathbb{E} \int_{[0,1]}\left|\widetilde{r}_{n}^{(d)}(x)-r^{(d)}(x)\right|^{p} d x \lesssim & \mathbb{E}\left\|\sum_{k \in \Omega}\left(\widehat{\alpha}_{j_{0}, k}-\alpha_{j_{0}, k}\right) \phi_{j_{0}, k}\right\|_{p}^{p}+\left\|r^{(d)}-P_{j_{1}+1} r^{(d)}\right\|_{p}^{p} \\
& +\mathbb{E}\left\|\sum_{j=j_{0}}^{j_{1}} \sum_{k \in \Lambda j}\left[\widehat{\beta}_{j, k} I_{\left\{\left|\widehat{\beta}_{j, k}\right| \geq \kappa t_{n}\right\}}-\beta_{j, k}\right] \psi_{j, k}\right\|_{p}^{p} \tag{5.7}
\end{align*}
$$

It follows from Lemma 3.1 that

$$
\mathbb{E}\left\|\sum_{k \in \Omega}\left(\widehat{\alpha}_{j_{0}, k}-\alpha_{j_{0}, k}\right) \phi_{j_{0}, k}\right\|_{p}^{p} \lesssim 2^{p\left(\frac{j_{0}}{2}-\frac{j_{0}}{p}\right)} \sum_{k \in \Omega} \mathbb{E}\left|\widehat{\alpha}_{j_{0}, k}-\alpha_{j_{0}, k}\right|^{p} .
$$

Using Lemma 4.1, $|\Omega| \sim 2^{j_{0}}$ and $2^{j_{0}} \sim n^{\frac{1}{2 m+2 d+1}}(m>s)$, one knows

$$
\begin{equation*}
\mathbb{E}\left\|\sum_{k \in \Omega}\left(\widehat{\alpha}_{j 0, k}-\alpha_{j 0, k}\right) \phi_{j 0, k}\right\|_{p}^{p} \lesssim n^{-\frac{m p}{2 m+2 d+1}}<n^{-\frac{s p}{2 s+2 d+1}} \leq n^{-\alpha p} . \tag{5.8}
\end{equation*}
$$

Similar to the arguments of (4.15), when $\widetilde{p} \leq p$ and $s>\frac{1}{\tilde{p}}$, one gets that

$$
\begin{equation*}
\left\|P_{j_{1}+1} r^{(d)}-r^{(d)}\right\|_{p} \lesssim 2^{-j_{1}(s-1 / \widetilde{p}+1 / p)} . \tag{5.9}
\end{equation*}
$$

On the other hand, $s-\frac{1}{p}+\frac{1}{p} \geq \alpha$ thanks to $\widetilde{p} \leq p$ and $s>\frac{1}{p}$. Then, it follows from $2^{j_{1}} \sim$ $\left(\frac{n}{\ln n}\right)^{\frac{1}{2 d+1}}$ that

$$
\left\|P_{j_{1}+1} r^{(d)}-r^{(d)}\right\|_{p}^{p} \lesssim\left(\frac{\ln n}{n}\right)^{\frac{(s-1 / \tilde{p}+1 / p) p}{2 d+1}} \lesssim\left(\frac{\ln n}{n}\right)^{\alpha p}
$$

The main work for the proof of Theorem 5.1 is to show

$$
\begin{equation*}
Z:=\mathbb{E}\left\|\sum_{j=j_{0}}^{j_{1}} \sum_{k \in \Lambda j}\left[\widehat{\beta}_{j, k} I_{\left\{\left|\widehat{\beta}_{j, k}\right| \geq \kappa t_{n}\right\}}-\beta_{j, k}\right] \psi_{j, k}\right\|_{p}^{p} \lesssim(\ln n)^{\frac{3 p}{2}} n^{-\alpha p} . \tag{5.10}
\end{equation*}
$$

It is easy to see from Lemma 3.1 that

$$
Z \lesssim\left(j_{1}-j_{0}+1\right)^{p-1} \sum_{j=j_{0}}^{j_{1}} 2^{p\left(\frac{j}{2}-\frac{j}{p}\right)} \sum_{k \in \Lambda_{j}} \mathbb{E}\left|\widehat{\beta}_{j, k} I_{\left\{\left|\widehat{\beta}_{j, k}\right| \geq \kappa t_{n}\right\}}-\beta_{j, k}\right|^{p}
$$

Then, the classical technique ([13]) gives

$$
\begin{equation*}
Z \lesssim\left(j_{1}-j_{0}+1\right)^{p-1}\left(Z_{1}+Z_{2}+Z_{3}\right) \tag{5.11}
\end{equation*}
$$

where

$$
\begin{aligned}
& Z_{1}=\sum_{j=j_{0}}^{j_{1}} 2^{p\left(\frac{j}{2}-\frac{j}{p}\right)} \sum_{k \in \Lambda_{j}} \mathbb{E}\left[\left|\widehat{\beta}_{j, k}-\beta_{j, k}\right|^{p} I_{\left\{\left|\widehat{\beta}_{j, k}-\beta_{j, k}\right|>\frac{\kappa t_{n}}{2}\right\}}\right] \\
& Z_{2}=\sum_{j=j_{0}}^{j_{1}} 2^{p\left(\frac{j}{2}-\frac{j}{p}\right)} \sum_{k \in \Lambda_{j}} \mathbb{E}\left[\left|\widehat{\beta}_{j, k}-\beta_{j, k}\right|^{p} I_{\left\{\left|\widehat{\beta}_{j, k}\right| \geq \kappa t_{n},\left|\beta_{j, k}\right| \geq \frac{\kappa t_{n}}{2}\right\}}\right] \\
& Z_{3}=\sum_{j=j_{0}}^{j_{1}} 2^{p\left(\frac{j}{2}-\frac{j}{p}\right)} \sum_{k \in \Lambda_{j}}\left|\beta_{j, k}\right|^{p} I_{\left\{\left|\widehat{\beta}_{j, k}\right|<\kappa t_{n},\left|\beta_{j, k}\right| \leq 2 \kappa t_{n}\right\}} .
\end{aligned}
$$

- Upper bound of $Z_{1}$.

It follows from Hölder's inequality that

$$
\mathbb{E}\left[\left|\widehat{\beta}_{j, k}-\beta_{j, k}\right|^{p} I_{\left\{\left|\widehat{\beta}_{j, k}-\beta_{j, k}\right|>\frac{\kappa t_{n}}{2}\right\}}\right] \leq\left[\mathbb{E}\left|\widehat{\beta}_{j, k}-\beta_{j, k}\right|^{2 p}\right]^{\frac{1}{2}}\left[\mathbb{P}\left(\left|\widehat{\beta}_{j, k}-\beta_{j, k}\right|>\frac{\kappa t_{n}}{2}\right)\right]^{\frac{1}{2}}
$$

Furthermore, Lemmas 5.1 and 5.2 imply that

$$
\mathbb{E}\left[\left|\widehat{\beta}_{j, k}-\beta_{j, k}\right|^{p} I_{\left\{\left|\widehat{\beta}_{j, k}-\beta_{j, k}\right|>\frac{\kappa t_{n}}{2}\right\}}\right] \lesssim 2^{j d p} n^{-\frac{p}{2}} 2^{-\frac{w j}{2}}
$$

where $\kappa>1$ is chosen for $w>p+2 d p$ in Lemma 5.2. This with the choice $2^{j_{0}} \sim n^{\frac{1}{2 m+2 d+1}}$ ( $m>s$ ) shows that

$$
\begin{align*}
Z_{1} & \lesssim n^{-\frac{p}{2}} \sum_{j=j_{0}}^{j_{1}} 2^{j\left(\frac{p}{2}+d p-\frac{w}{2}\right)} \lesssim n^{-\frac{p}{2}} 2^{j_{0}\left(\frac{p}{2}+d p\right)} \lesssim n^{-\frac{m p}{2 m+2 d+1}} \\
& \leq n^{-\frac{s p}{2 s+2 d+1}} \leq n^{-\alpha p} \tag{5.12}
\end{align*}
$$

- Upper bound of $Z_{2}$.

Taking

$$
2^{j_{0}^{*}} \sim\left(\frac{n}{\ln n}\right)^{\frac{1-2 \alpha}{2 d+1}} .
$$

Because $0<\alpha \leq \frac{s}{2 s+2 d+1}$ and $2^{j_{0}} \sim n^{\frac{1}{2 m+2 d+1}}(m>s), 2^{j_{0}^{*}} \leq 2^{j_{1}} \sim\left(\frac{n}{\ln n}\right)^{\frac{1}{2 d+1}}$ and $2^{j_{0}^{*}} \geq$ $\left(\frac{n}{\ln n}\right)^{\frac{1-\frac{2 s}{2 s+2 d+1}}{2 d+1}}=\left(\frac{n}{\ln n}\right)^{\frac{1}{2 s+2 d+1}} \gtrsim n^{\frac{1}{2 m+2 d+1}} \sim 2^{j_{0}}$. Furthermore, it follows from Lemma 5.1 that

$$
\begin{align*}
Z_{21} & :=\sum_{j=j_{0}}^{j_{0}^{*}} 2^{p\left(\frac{j}{2}-\frac{j}{p}\right)} \sum_{k \in \Lambda_{j}} \mathbb{E}\left[\left|\widehat{\beta}_{j, k}-\beta_{j, k}\right|^{p} I_{\left\{\left|\widehat{\beta}_{j, k}\right| \geq \kappa t_{n},\left|\beta_{j, k}\right| \geq \frac{\kappa t_{n}}{2}\right\}}\right] \\
& \lesssim \sum_{j=j_{0}}^{j_{0}^{*}} 2^{p\left(\frac{j}{2}-\frac{j}{p}\right)} \sum_{k \in \Lambda_{j}} 2^{j d p} n^{-\frac{p}{2}} \lesssim 2^{j\left(\frac{p}{2}+d p\right)} n^{-\frac{p}{2}} \lesssim n^{-\alpha p} . \tag{5.13}
\end{align*}
$$

On the other hand, by Lemmas 5.1 and 3.2 , and $t_{n}=2^{j d} \sqrt{\frac{\ln n}{n}}$, one has

$$
\begin{align*}
Z_{22} & :=\sum_{j=j_{0}^{*}+1}^{j_{1}} 2^{p\left(\frac{j}{2}-\frac{j}{p}\right)} \sum_{k \in \Lambda_{j}} \mathbb{E}\left[\left|\widehat{\beta}_{j, k}-\beta_{j, k}\right|^{p} I_{\left\{\left|\widehat{\beta}_{j, k}\right| \geq \kappa t_{n},\left|\beta_{j, k}\right| \geq \frac{\kappa t_{n}}{2}\right\}}\right] \\
& \lesssim \sum_{j=j_{0}^{*}+1}^{j_{1}} 2^{p\left(\frac{j}{2}-\frac{j}{p}\right)} \sum_{k \in \Lambda_{j}} \mathbb{E}\left|\widehat{\beta}_{j, k}-\beta_{j, k}\right|^{p}\left(\frac{\left|\beta_{j, k}\right|}{\kappa t_{n} / 2}\right)^{\widetilde{p}} \\
& \lesssim \sum_{j=j_{0}^{*}+1}^{j_{1}}(\ln n)^{-\widetilde{p} / 2} n^{-\frac{p-\tilde{p}}{2}} 2^{-j\left[s \tilde{p}-\frac{(p-\tilde{p})(2 d+1)}{2}\right]} . \tag{5.14}
\end{align*}
$$

Define

$$
\varepsilon:=s \widetilde{p}-\frac{(p-\widetilde{p})(2 d+1)}{2} .
$$

Then, $\varepsilon>0$ holds if and only if $\widetilde{p}>\frac{p(2 d+1)}{2 s+2 d+1}$, and (5.14) can be rewritten as

$$
\begin{equation*}
Z_{22} \lesssim(\ln n)^{-\widetilde{p} / 2} n^{-\frac{p-\widetilde{\sim}}{2}} \sum_{j=j_{0}^{*}+1}^{j_{1}} 2^{-j \varepsilon} \tag{5.15}
\end{equation*}
$$

When $\varepsilon>0, \widetilde{p}>\frac{p(2 d+1)}{2 s+2 d+1}$ and $\alpha=\frac{s}{2 s+2 d+1}$ thanks to (5.6). Moreover, it can be easily checked that $\frac{p-\widetilde{p}}{2}+\frac{1-2 \alpha}{2 d+1}\left[s \widetilde{p}-\frac{(p-\widetilde{p})(2 d+1)}{2}\right]=\alpha p$. This with the choice of $2^{j_{0}^{*}}$ leads to

$$
\begin{align*}
Z_{22} & \lesssim(\ln n)^{-\widetilde{p} / 2} n^{-\frac{p-\tilde{\tilde{p}}}{2}} 2^{-j_{0}^{*} \varepsilon} \leq(\ln n)\left(\frac{1}{n}\right)^{\frac{p-\tilde{p}}{2}+\frac{1-2 \alpha}{2 d+1}\left[s \tilde{p}-\frac{(p-\tilde{p})(2 d+1)}{2}\right]} \\
& =(\ln n) n^{-\alpha p} . \tag{5.16}
\end{align*}
$$

For the case $\varepsilon \leq 0, \widetilde{p} \leq \frac{p(2 d+1)}{2 s+2 d+1}$ and $\alpha=\frac{s-\frac{1}{p}+\frac{1}{p}}{2\left(s-\frac{d}{p}\right)+2 d+1}$. Define $p_{1}:=(1-2 \alpha) p$. Then,
$\alpha \leq \frac{s}{2 s+2 d+1}$ and $\widetilde{p} \leq \frac{p(2 d+1)}{2 s+2 d+1}<(1-2 \alpha) p=p_{1}$. Similarly to (5.14), one has

$$
\begin{aligned}
Z_{22} & \lesssim \sum_{j=j_{0}^{*}+1}^{j_{1}} 2^{p\left(\frac{j}{2}-\frac{j}{p}\right)} \sum_{k \in \Lambda_{j}} \mathbb{E}\left|\widehat{\beta}_{j, k}-\beta_{j, k}\right|^{p}\left(\frac{\left|\beta_{j, k}\right|}{\kappa t_{n} / 2}\right)^{p_{1}} \\
& \lesssim \sum_{j=j_{0}^{*}+1}^{j_{1}} 2^{p\left(\frac{j}{2}-\frac{j}{p}\right)} 2^{j d p} n^{-\frac{p}{2}} t_{n}^{-p_{1}}\left\|\beta_{j}\right\|_{p_{1}}^{p_{1}} .
\end{aligned}
$$

Because $\widetilde{p} \leq p_{1}$ and $r^{(d)} \in B_{\widetilde{p}, q}^{s}(H)$, we get $\left\|\beta_{j}\right\|_{p_{1}}^{p_{1}} \leq\left\|\beta_{j}\right\|_{\widetilde{p}}^{p_{1}} \lesssim 2^{-j\left(s-\frac{1}{\bar{p}}+\frac{1}{2}\right) p_{1}}$ and

$$
\begin{aligned}
Z_{22} & \lesssim \sum_{j=j_{0}^{*}+1}^{j_{1}} 2^{p\left(\frac{j}{2}-\frac{j}{p}\right)} 2^{j d p} n^{-\frac{p}{2}} t_{n}^{-p_{1}} 2^{-j\left(s-\frac{1}{p}+\frac{1}{2}\right) p_{1}} \\
& \leq\left(\frac{1}{n}\right)^{\frac{p-p_{1}}{2}} \sum_{j=j_{0}^{*}+1}^{j_{1}} 2^{-j\left(s p_{1}-\frac{p_{1}}{\hat{p}}+\frac{p_{1}}{2}+d p_{1}-d p-\frac{p}{2}+1\right)} .
\end{aligned}
$$

By the definitions of $p_{1}$ and $\alpha, s p_{1}-\frac{p_{1}}{\tilde{p}}+\frac{p_{1}}{2}+d p_{1}-d p-\frac{p}{2}+1=0$ and $Z_{22} \lesssim\left(\frac{1}{n}\right)^{\frac{p-p_{1}}{2}}(\ln n)=$ $(\ln n)\left(\frac{1}{n}\right)^{\alpha p}$. This with (5.13) and (5.16) shows in both cases,

$$
\begin{equation*}
Z_{2}=Z_{21}+Z_{22} \lesssim(\ln n) n^{-\alpha p} . \tag{5.17}
\end{equation*}
$$

- Upper bound of $Z_{3}$.

It is easy to see that

$$
\begin{align*}
Z_{31} & :=\sum_{j=j_{0}}^{j_{0}^{*}} 2^{p\left(\frac{j}{2}-\frac{j}{p}\right)} \sum_{k \in \Lambda_{j}}\left|\beta_{j, k}\right|^{p} I_{\left\{\left|\widehat{\beta}_{j, k}\right|<\kappa t_{n},\left|\beta_{j, k}\right| \leq 2 \kappa t_{n}\right\}} \\
& \leq \sum_{j=j_{0}}^{j_{0}^{*}} 2^{p\left(\frac{j}{2}-\frac{j}{p}\right)} \sum_{k \in \Lambda_{j}}\left|2 \kappa t_{n}\right|^{p} \lesssim \sum_{j=j_{0}}^{j_{0}^{*}} 2^{j\left(\frac{p}{2}+d p\right)}\left(\frac{\ln n}{n}\right)^{\frac{p}{2}} \\
& \lesssim\left(\frac{\ln n}{n}\right)^{\frac{p}{2}} 2^{j_{0}^{*}\left(\frac{p}{2}+d p\right)} \lesssim\left(\frac{\ln n}{n}\right)^{\alpha p} . \tag{5.18}
\end{align*}
$$

On the other hand, one has

$$
\begin{align*}
Z_{32} & :=\sum_{j=j_{0}^{*}+1}^{j_{1}} 2^{p\left(\frac{j}{2}-\frac{j}{p}\right)} \sum_{k \in \Lambda_{j}}\left|\beta_{j, k}\right|^{p} I_{\left\{\left|\widehat{\beta}_{j, k}\right|<\kappa t_{n},\left|\beta_{j, k}\right| \leq 2 \kappa t_{n}\right\}} \\
& \leq \sum_{j=j_{0}^{*}+1}^{j_{1}} 2^{p\left(\frac{j}{2}-\frac{j}{p}\right)} \sum_{k \in \Lambda_{j}}\left|\beta_{j, k}\right|^{p}\left|\frac{2 \kappa t_{n}}{\beta_{j, k}}\right|^{p-\widetilde{p}} \\
& \lesssim \sum_{j=j_{0}^{*}+1}^{j_{1}} 2^{p\left(\frac{j}{2}-\frac{j}{p}\right)} t_{n}^{p-\widetilde{p}}\left\|\beta_{j}\right\|_{\widetilde{p}}^{\widetilde{p}} \lesssim\left(\frac{\ln n}{n}\right)^{\frac{p-\widetilde{p}}{2}} \sum_{j=j_{0}^{*}+1}^{j_{1}} 2^{-j \varepsilon} . \tag{5.19}
\end{align*}
$$

The same arguments as (5.15) shows that, for $\varepsilon>0$,

$$
\begin{equation*}
Z_{32} \lesssim\left(\frac{\ln n}{n}\right)^{\alpha p} \tag{5.20}
\end{equation*}
$$

For the case of $\varepsilon \leq 0$, one defines

$$
2^{j_{1}^{*}} \sim\left(\frac{n}{\ln n}\right)^{\frac{\alpha}{s-1 / \tilde{p}+1 / p}} .
$$

Note that $\varepsilon \leq 0$ and $s>\frac{1}{\bar{p}}$. Then, $\widetilde{p} \leq \frac{p(2 d+1)}{2 s+2 d+1}, \alpha=\frac{s-\frac{1}{p}+\frac{1}{p}}{2\left(s-\frac{1}{p}\right)+2 d+1}$ and $\alpha \leq s-\frac{1}{\bar{p}}+\frac{1}{p}$. Hence, $n^{\frac{1-2 \alpha}{2 d+1}} \lesssim 2^{j_{0}^{*}} \leq 2^{j_{1}^{*}} \leq 2^{j_{1}} \sim\left(\frac{n}{\ln n}\right)^{\frac{1}{2 d+1}}$ and $Z_{32}=Z_{321}+Z_{322}$, where

$$
\begin{aligned}
Z_{321} & :=\sum_{j=j_{0}^{*}+1}^{j_{1}^{*}} 2^{p\left(\frac{j}{2}-\frac{j}{p}\right)} \sum_{k \in \Lambda_{j}}\left|\beta_{j, k}\right|^{p} I_{\left\{\left|\widehat{\beta}_{j, k}\right|<\kappa t_{n},\left|\beta_{j, k}\right| \leq 2 \kappa t_{n}\right\}}, \\
Z_{322} & :=\sum_{j=j_{1}^{*}+1}^{j_{1}} 2^{p\left(\frac{j}{2}-\frac{j}{p}\right)} \sum_{k \in \Lambda_{j}}\left|\beta_{j, k}\right|^{p} I_{\left\{\left|\widehat{\beta}_{j, k}\right|<\kappa t_{n},\left|\beta_{j, k}\right| \leq 2 \kappa t_{n}\right\}} .
\end{aligned}
$$

By the arguments of (5.15) and the choice of $2^{j_{1}^{*}}$, one has

$$
Z_{321} \lesssim\left(\frac{\ln n}{n}\right)^{\frac{p-\tilde{\sim}}{2}} 2^{-j_{1}^{*} \varepsilon}=\left(\frac{\ln n}{n}\right)^{\frac{p-\tilde{\sim}}{2}+\frac{\alpha \varepsilon}{s-1 / \tilde{p}+1 / p}} .
$$

It is easy to check that $\frac{p-\widetilde{p}}{2}+\frac{\alpha \varepsilon}{s-1 / \widetilde{p}+1 / p}=\alpha p$. Then,

$$
Z_{321} \lesssim\left(\frac{\ln n}{n}\right)^{\alpha p}
$$

On the other hand, using $\left\|\beta_{j}\right\|_{\tilde{p}} \lesssim 2^{-j\left(s-\frac{1}{\tilde{p}}+\frac{1}{2}\right)}$, $s>\frac{1}{\tilde{p}}$ and $2^{j_{1}^{*}} \sim\left(\frac{n}{\ln n}\right)^{\frac{\alpha}{s-1 / \tilde{p}+1 / p}}$.

$$
\begin{aligned}
Z_{322} & \leq \sum_{j=j_{1}^{*}+1}^{j_{1}} 2^{p\left(\frac{j}{2}-\frac{j}{p}\right)} \sum_{k \in \Lambda_{j}}\left|\beta_{j, k}\right|^{p} \leq \sum_{j=j_{1}^{*}+1}^{j_{1}} 2^{p\left(\frac{j}{2}-\frac{j}{p}\right)}\left\|\beta_{j}\right\|_{\tilde{p}}^{p} \\
& \lesssim \sum_{j=j_{1}^{*}+1}^{j_{1}} 2^{-j(1+s p-p / \tilde{p})} \lesssim 2^{-j_{1}^{*}(1+s p-p / \tilde{p})} \sim\left(\frac{\ln n}{n}\right)^{\alpha p} .
\end{aligned}
$$

Now, it follows that for $\varepsilon \leq 0$,

$$
Z_{32}=Z_{321}+Z_{322} \lesssim\left(\frac{\ln n}{n}\right)^{\alpha p}
$$

Combining this with (5.18) and (5.20), one knows

$$
\begin{equation*}
Z_{3} \lesssim\left(\frac{\ln n}{n}\right)^{\alpha p} \tag{5.21}
\end{equation*}
$$

Then, it follows from (5.11), (5.12), (5.17) and (5.21) that

$$
Z \lesssim(\ln n)^{\frac{3 p}{2}} n^{-\alpha p}
$$

Hence,

$$
\begin{equation*}
\mathbb{E} \int_{[0,1]}\left|\widetilde{r}_{n}^{(d)}(x)-r^{(d)}(x)\right|^{p} d x \lesssim(\ln n)^{\frac{3 p}{2}} n^{-\alpha p} \tag{5.22}
\end{equation*}
$$

in the case of $\widetilde{p} \leq p<\infty$ and $s>\frac{1}{\tilde{p}}$.
(ii) Upper bound estimation under $\widetilde{p}>p$.

From the above arguments, one finds that when $\widetilde{p}=p$, the inequality (5.22) still holds without the assumption $s>\frac{1}{\tilde{p}}$. It remains to conclude (5.22) for $\widetilde{p}>p \geq 1$. By Hölder's inequality,

$$
\int_{[0,1]}\left|\widetilde{r}_{n}^{(d)}(x)-r^{(d)}(x)\right|^{p} d x \lesssim\left[\int_{[0,1]}\left|\widetilde{r}_{n}^{(d)}(x)-r^{(d)}(x)\right|^{\widetilde{p}} d x\right]^{\frac{p}{p}} .
$$

Using Jensen's inequality and (5.22) with $\widetilde{p}=p$, one gets

$$
\mathbb{E} \int_{[0,1]}\left|\widetilde{r}_{n}^{(d)}(x)-r^{(d)}(x)\right|^{p} d x \lesssim\left[\mathbb{E} \int_{[0,1]}\left|\widetilde{r}_{n}^{(d)}(x)-r^{(d)}(x)\right|^{\widetilde{p}} d x\right]^{\frac{p}{p}} \lesssim(\ln n)^{\frac{3 p}{2}} n^{-\alpha p}
$$

This completes the proof of Theorem 5.1.

Contrary to the linear wavelet estimator given by (4.1), $\widetilde{r}_{n}^{(d)}(x)$ is fully adaptive; its construction does not depend on $s$. The convergence rate of the nonlinear estimator keeps the same as that of the linear one up to a logarithmic factor when $\widetilde{p}>p$. However, it gets better in the case of $\widetilde{p} \leq p$. This aspect remains standard in nonlinear wavelet estimation in the standard regression (or density) estimation framework (see [15]). Also, Theorem 5.1 can be viewed as generalization to the [14, Theorem 1] to the negatively associated case.

## 6. CONCLUDING REMARKS

In this paper, the estimation of the derivatives of a regression function for biased data is considered. The feature of the study is to investigate the negatively dependent assumption on the data, beyond the independent assumption, opening new perspective of applications. Two wavelet estimators are introduced. The first estimator is based on wavelet projection of wavelet coefficient estimators only, the second estimator is nonlinear; a selection of the wavelet coefficient estimators are applied according to their magnitude via a hard thresholding rule. Sharp rates of convergence are obtained under the $L^{p}$ risk with $1 \leq p<\infty$, assuming that the function of interest belongs to a ball of Besov spaces $B_{\bar{p}, q}^{s}(\mathbb{R})$. These rates correspond to those obtained in the independent setting, showing that the wavelet methodology is consistent for this problem. Perspectives of this work are to prove the optimal lower bounds in the minimax sense, to relax some assumptions on the model, mainly the compact support of $r^{(d)}$ and explore the practical aspects of the proposed estimators. These points needs further investigations that we leave for a future work.
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## 1. INTRODUCTION

Let $\xi_{1}, \xi_{2}, \ldots, \xi_{n}$ be $n$ independent random variables concentrated on $\mathbb{Z}_{+}=\{0,1,2, \ldots\}$ and

$$
\begin{equation*}
W_{n}:=\sum_{i=1}^{n} \xi_{i} \tag{1.1}
\end{equation*}
$$

their convolution of $n$ independent random variables. The distribution of $W_{n}$ has received special attention in the literature due to its applicability in many settings such as rare events, the waiting time distributions, wireless communications, counts in nuclear decay, and business situations, among many others. For large values of $n$, it is in practice hard to obtain the exact distribution of $W_{n}$ in general, in fact, it becomes intractable if the underlying distribution is complicated such as hyper-geometric and logarithmic series distribution, among many others. It is therefore of interest to approximate the distribution of such $W_{n}$ with some wellknown and easy to use distributions. Approximations to $W_{n}$ have been studied by several authors such as, saddle point approximation (Lugannani and Rice [22] and Murakami [24]), compound Poisson approximation (Barbour et al. [4], Serfozo [28], and Roos [25]), Poisson approximation (Barbour et al. [7]), the centred Poisson approximation (Čekanavičius and Vaitkus [8]), compound negative binomial approximation (Vellaisamy and Upadhye [33]), and negative binomial approximation (Vellaisamy et al. [32] and Kumar and Upadhye [17]). In this article, we consider Poisson and Poisson convoluted geometric approximation to $W_{n}$. Let $X$ and $Y$ follow Poisson and geometric distribution with parameter $\lambda$ and $p=1-q$ with probability mass function (PMF)

$$
\begin{equation*}
P(X=k)=\frac{e^{-\lambda} \lambda^{k}}{k!} \quad \text { and } \quad P(Y=k)=q^{k} p, \quad k=0,1,2, \ldots \tag{1.2}
\end{equation*}
$$

respectively. Also, assume $X$ and $Y$ are independent. We use Stein's method to obtain bounds for the approximation of the law of $W_{n}$ with that of $X$ and $X+Y$. Stein's method (Stein [29]) requires identification of a Stein operator and there are several approaches to obtain Stein operators (see Reinert [26]) such as density approach (Stein [29], Stein et al. [30], Ley and Swan [19, 20]), generator approach (Barbour [2] and Götze [12]), orthogonal polynomial approach (Diaconis and Zabell [10]), and probability generating function (PGF) approach (Upadhye et al. [31]). We use the PGF approach to obtain Stein operators.

This article is organized as follows. In Section 2, we introduce some notations to simplify the presentation of the article. Also, we discuss some known results of Stein's method. In Section 3, Stein operators for $W_{n}$ and $X+Y$ are obtained as a perturbation of the Poisson operator. In Section 4, the error bounds for $X$ and $X+Y$ approximation to $W_{n}$ are derived in total variation distance. In Section 5, we demonstrate the relevance of our results through an application to the waiting time distribution of 2-runs. In Section 6, we point out some relevant remarks.

## 2. NOTATIONS AND PRELIMINARIES

Recall that $W_{n}=\sum_{i=1}^{n} \xi_{i}$, where $\xi_{1}, \xi_{2}, \ldots, \xi_{n}$ are $n$ independent random variables concentrated on $\mathbb{Z}_{+}$. Throughout, we assume that $\psi_{\xi_{i}}$, the PGF of $\xi_{i}$, satisfies

$$
\begin{equation*}
\frac{\psi_{\xi_{i}}^{\prime}(w)}{\psi_{\xi_{i}}(w)}=\sum_{j=0}^{\infty} g_{i, j+1} w^{j}=: \phi_{\xi_{i}}(w) \tag{2.1}
\end{equation*}
$$

at all $w \in \mathbb{Z}_{+}$. Note that this assumption is satisfied for the series (2.1) converges absolutely. Also, one can show that the hyper-geometric and logarithmic series distribution do not satisfy (2.1). See Yakshyavichus [34], and Kumar and Upadhye [17] for more details. Note that

1. If $\xi_{i} \sim \operatorname{Po}\left(\lambda_{i}\right) \Longrightarrow g_{i, j+1}= \begin{cases}\lambda_{i}, & \text { for } j=0, \\ 0, & \text { for } j \geq 1 .\end{cases}$
2. If $\xi_{i} \sim G e\left(p_{i}\right) \Longrightarrow g_{i, j+1}=q_{i}^{j+1}$.
3. If $\xi_{i} \sim B i\left(n, p_{i}\right) \Longrightarrow g_{i, j+1}=n(-1)^{j}\left(p_{i} /\left(1-p_{i}\right)\right)^{j+1}$.

Next, let $\mu$ and $\sigma^{2}$ be the mean and variance of $W_{n}$, respectively. Also, let $\mu_{2}$ and $\mu_{3}$ denote the second and third factorial cumulant moments of $W_{n}$, respectively. Then, it can be easily verified that

$$
\begin{align*}
\mu & =\sum_{i=1}^{n} \phi_{\xi_{i}}(1)=\sum_{i=1}^{n} \sum_{j=0}^{\infty} g_{i, j+1}, \sigma^{2}=\sum_{i=1}^{n}\left[\phi_{\xi_{i}}(1)+\phi_{\xi_{i}}^{\prime}(1)\right]=\sum_{i=1}^{n} \sum_{j=0}^{\infty}(j+1) g_{i, j+1}  \tag{2.2}\\
\mu_{2} & =\sum_{i=1}^{n} \phi_{\xi_{i}}^{\prime}(1)=\sum_{i=1}^{n} \sum_{j=0}^{\infty} j g_{i, j+1}, \text { and } \mu_{3}=\sum_{i=1}^{n} \phi_{\xi_{i}}^{\prime \prime}(1)=\sum_{i=1}^{n} \sum_{j=0}^{\infty} j(j-1) g_{i, j+1}
\end{align*}
$$

For more details, see Vellaisamy et al. [32], and Kumar and Upadhye [17].
Next, let $H:=\left\{f \mid f: \mathbb{Z}_{+} \rightarrow \mathbb{R}\right.$ is bounded $\}$ and

$$
\begin{equation*}
H_{\bar{X}}:=\{h \in H \mid h(0)=0, \text { and } h(j)=0 \text { for } j \notin \operatorname{Supp}(\bar{X})\} \tag{2.3}
\end{equation*}
$$

for a random variable $\bar{X}$ and $\operatorname{Supp}(\bar{X})$ denotes the support of random variable $\bar{X}$.
Now, we discuss Stein's method which can be carried out in the following three steps.
We first identify a suitable operator $\mathcal{A}_{\bar{X}}$ for a random variable $\bar{X}$ (known as Stein operator) such that

$$
\mathbb{E}\left(\mathcal{A}_{\bar{X}} h(\bar{X})\right)=0, \quad \text { for } h \in H
$$

In the second step, we find a solution to the Stein equation

$$
\begin{equation*}
\mathcal{A}_{\bar{X}} h(j)=f(j)-\mathbb{E} f(\bar{X}), j \in \mathbb{Z}_{+} \text {and } f \in H_{\bar{X}} \tag{2.4}
\end{equation*}
$$

and obtain the bound for $\|\Delta h\|$, where $\|\Delta h\|=\sup _{j \in \mathbb{Z}_{+}}|\Delta h(j)|$ and $\Delta h(j)=h(j+1)-h(j)$ denotes the first forward difference operator.

Finally, substitute a random variable $\bar{Y}$ for $j$ in (2.4) and taking expectation and supremum, the expression leads to

$$
\begin{equation*}
d_{T V}(\bar{X}, \bar{Y}):=\sup _{f \in \mathcal{H}}|\mathbb{E} f(\bar{X})-\mathbb{E} f(\bar{Y})|=\sup _{f \in \mathcal{H}}\left|\mathbb{E}\left[\mathcal{A}_{\bar{X}} h(\bar{Y})\right]\right| \tag{2.5}
\end{equation*}
$$

where $\mathcal{H}=\left\{\mathbf{1}_{A} \mid A \subseteq \mathbb{Z}_{+}\right\}$and $\mathbf{1}_{A}$ is the indicator function of $A$. Equivalently, (2.5) can be represented as

$$
d_{T V}(\bar{X}, \bar{Y})=\frac{1}{2} \sum_{j=0}^{\infty}|P(\bar{X}=j)-P(\bar{Y}=j)|
$$

For more details, we refer the reader to Barbour et al. [7], Chen et al. [9], Goldstein and Reinert [11], and Ross [27]. For recent developments, see Barbour and Chen [3], Ley et al. [21], Upadhye et al. [31], and references therein.

Next, it is known that a Stein operator for $X \sim P o(\lambda)$, the Poisson random variable with parameter $\lambda$, is given by

$$
\begin{equation*}
\mathcal{A}_{X} h(j)=\lambda h(j+1)-j h(j), \quad \text { for } j \in \mathbb{Z}_{+} \text {and } h \in H \tag{2.6}
\end{equation*}
$$

Also, from Section 5 of Barbour and Eagleson [6], the bound for the solution to the stein equation (say $h_{f}$ ) is given by

$$
\begin{equation*}
\left\|\Delta h_{f}\right\| \leq \frac{1}{\max (1, \lambda)}, \quad \text { for } f \in \mathcal{H}, h \in H \tag{2.7}
\end{equation*}
$$

In terms of $\|f\|$, we have the following bound

$$
\begin{equation*}
\left\|\Delta h_{f}\right\| \leq \frac{2\|f\|}{\max (1, \lambda)}, \quad \text { for } f \in \mathcal{H}, h \in H \tag{2.8}
\end{equation*}
$$

See Section 3 of Upadhye et al. [31] for more details. Note that the condition $h(0)=0$ in (2.3) is used while obtaining the bound (2.7), see Barbour and Eagleson [6] for more details. Next, suppose we have three random variables $X_{1}, X_{2}$, and $X_{3}$ defined on some common probability space. Define $\mathcal{U}=\mathcal{A}_{X_{2}}-\mathcal{A}_{X_{1}}$ then the upper bound for $d_{T V}\left(X_{2}, X_{3}\right)$ can be obtained by the following lemma which is given by Upadhye et al. [31].

Lemma 2.1 (Lemma 3.1, Upadhye et al. [31]). Let $X_{1}$ be a random variable with support $\mathcal{S}$, Stein operator $\mathcal{A}_{X_{1}}$, and $h_{0}$ be the solution to Stein equation (2.4) satisfying

$$
\left\|\Delta h_{0}\right\| \leq w_{1}\|f\| \min \left(1, \alpha^{-1}\right)
$$

where $w_{1}, \alpha>0$. Also, let $X_{2}$ be a random variable whose Stein operator can be written as $\mathcal{A}_{X_{2}}=\mathcal{A}_{X_{1}}+U_{1}$ and $X_{3}$ be a random variable such that, for $h \in H_{X_{1}} \cap H_{X_{2}}$,

$$
\left\|U_{1} h\right\| \leq w_{2}\|\Delta h\| \quad \text { and } \quad\left|\mathbb{E} \mathcal{A}_{X_{2}} h\left(X_{3}\right)\right| \leq \varepsilon\|\Delta h\|
$$

where $w_{1} w_{2}<\alpha$. Then

$$
d_{T V}\left(X_{2}, X_{3}\right) \leq \frac{\alpha}{2\left(\alpha-w_{1} w_{2}\right)}\left(\varepsilon w_{1} \min \left(1, \alpha^{-1}\right)+2 P\left(X_{2} \in \mathcal{S}^{c}\right)+2 P\left(X_{3} \in \mathcal{S}^{c}\right)\right)
$$

where $\mathcal{S}^{c}$ denote the complement of set $\mathcal{S}$.

Finally, from Corollary 1.6 of Mattner and Roos [23], we have

$$
\begin{equation*}
d_{T V}\left(W_{n}, W_{n}+1\right) \leq \sqrt{\frac{2}{\pi}}\left(\frac{1}{4}+\sum_{i=1}^{n}\left(1-d_{T V}\left(\xi_{i}, \xi_{i}+1\right)\right)\right)^{-1 / 2} \tag{2.9}
\end{equation*}
$$

For more details about these results, we refer the reader to Barbour et al. [5], Upadhye et al. [31], Vellaisamy et al. [32], Kumar and Upadhye [17], and references therein.

## 3. STEIN OPERATOR FOR THE CONVOLUTION OF RANDOM VARIABLES

In this section, we derive Stein operators for $W_{n}$ and $X+Y$ as a perturbation of Poisson operator which are used to obtain the main results in Section 4.

Proposition 3.1. Let $\xi_{1}, \xi_{2}, \ldots, \xi_{n}$ be independent random variables satisfying (2.1) and $W_{n}=\sum_{i=1}^{n} \xi_{i}$. Then, a Stein operator for $W_{n}$ is

$$
\mathcal{A}_{W_{n}} h(j)=\mu h(j+1)-j h(j)+\sum_{i=1}^{n} \sum_{k=0}^{\infty} \sum_{l=1}^{k} g_{i, k+1} \Delta h(j+l)
$$

where $\mu$ is defined in (2.2).

Proof: It can be easily verified that the PGF of $W_{n}$, denoted by $\psi_{W_{n}}$, is

$$
\psi_{W_{n}}(w)=\prod_{i=1}^{n} \psi_{\xi_{i}}(w)
$$

as $\xi_{1}, \xi_{2}, \ldots, \xi_{n}$ are independent random variables. Differentiating with respect to $w$, we have

$$
\begin{aligned}
\psi_{W_{n}}^{\prime}(w) & =\psi_{W_{n}}(w) \sum_{i=1}^{n} \phi_{\xi_{i}}(w) \\
& =\sum_{i=1}^{n} \psi_{W_{n}}(w) \sum_{j=0}^{\infty} g_{i, j+1} w^{j}
\end{aligned}
$$

where $\phi_{\xi_{i}}(\cdot)$ is defined in (2.1). Using definition of the PGF, the above expression can be expressed as

$$
\sum_{j=0}^{\infty}(j+1) \gamma_{j+1} w^{j}=\sum_{i=1}^{n} \sum_{k=0}^{\infty} \gamma_{k} w^{k} \sum_{j=0}^{\infty} g_{i, j+1} w^{j}=\sum_{j=0}^{\infty}\left(\sum_{i=1}^{n} \sum_{k=0}^{j} \gamma_{k} g_{i, j-k+1}\right) w^{j}
$$

where $\gamma_{j}=P\left(W_{n}=j\right)$. Comparing the coefficients of $w^{j}$, we get

$$
\sum_{i=1}^{n} \sum_{k=0}^{j} \gamma_{k} g_{i, j-k+1}-(j+1) \gamma_{j+1}=0
$$

Let $h \in H_{W_{n}}$ as defined in (2.3), then

$$
\sum_{j=0}^{\infty} h(j+1)\left[\sum_{i=1}^{n} \sum_{k=0}^{j} \gamma_{k} g_{i, j-k+1}-(j+1) \gamma_{j+1}\right]=0
$$

Therefore,

$$
\sum_{j=0}^{\infty}\left[\sum_{i=1}^{n} \sum_{k=0}^{\infty} g_{i, k+1} h(j+k+1)-j h(j)\right] \gamma_{j}=0
$$

Hence, a Stein operator for $W_{n}$ is given by

$$
\begin{equation*}
\mathcal{A}_{W_{n}} h(j)=\sum_{i=1}^{n} \sum_{k=0}^{\infty} g_{i, k+1} h(j+k+1)-j h(j) . \tag{3.1}
\end{equation*}
$$

It is well known that

$$
\begin{equation*}
h(j+k+1)=\sum_{l=1}^{k} \Delta h(j+l)+h(j+1) . \tag{3.2}
\end{equation*}
$$

Using (3.2) in (3.1), the proof follows.

Proposition 3.2. Let $X \sim \operatorname{Po}(\lambda)$ and $Y \sim G e(p)$ as defined in (1.2). Also, assume $X$ and $Y$ are independent random variables. Then a Stein operator for $X+Y$ is given by

$$
\overline{\mathcal{A}}_{X+Y} h(j)=\left(\lambda+\frac{q}{p}\right) h(j+1)-j h(j)+\sum_{k=0}^{\infty} \sum_{l=1}^{k} q^{k+1} \Delta h(j+l) .
$$

Proof: It is known that the PGF of $X$ and $Y$ are

$$
\psi_{X}(w)=e^{-\lambda(1-w)} \quad \text { and } \quad \psi_{Y}(w)=\frac{p}{1-q w}
$$

respectively. Then, the PGF of $Z=X+Y$ is given by

$$
\psi_{Z}(w)=\psi_{X}(w) \cdot \psi_{Y}(w)
$$

Differentiating with respect to $w$, we get

$$
\psi_{Z}^{\prime}(w)=\left(\lambda+\frac{q}{1-q w}\right) \psi_{Z}(w)=\left(\lambda+q \sum_{j=0}^{\infty} q^{j} w^{j}\right) \psi_{Z}(w), \quad|w|<q^{-1}
$$

Let $\bar{\gamma}_{j}=P(Z=j)$ be the PMF of $Z$. Then, using definition of the PGF, we have

$$
\sum_{j=0}^{\infty}(j+1) \bar{\gamma}_{j+1} w^{j}=\lambda \sum_{j=0}^{\infty} \bar{\gamma}_{j} w^{j}+\sum_{j=0}^{\infty} q^{j+1} w^{j} \sum_{k=0}^{\infty} \bar{\gamma}_{k} w^{k} .
$$

This implies

$$
\sum_{j=0}^{\infty}(j+1) \bar{\gamma}_{j+1} w^{j}-\lambda \sum_{j=0}^{\infty} \bar{\gamma}_{j} w^{j}-\sum_{j=0}^{\infty}\left(\sum_{k=0}^{j} \bar{\gamma}_{k} q^{j-k+1}\right) w^{j}=0 .
$$

Collecting the coefficients of $w^{j}$, we get

$$
(j+1) \bar{\gamma}_{j+1}-\lambda \bar{\gamma}_{j}-\sum_{k=0}^{j} \bar{\gamma}_{k} q^{j-k+1}=0 .
$$

Let $h \in H_{Z}$ as defined in (2.3), then

$$
\sum_{j=0}^{\infty} h(j+1)\left[\lambda \bar{\gamma}_{j}-(j+1) \bar{\gamma}_{j+1}+\sum_{k=0}^{j} \bar{\gamma}_{k} q^{j-k+1}\right]=0 .
$$

Further simplification leads to

$$
\sum_{j=0}^{\infty}\left[\lambda h(j+1)-j h(j)+\sum_{k=0}^{\infty} q^{k+1} h(j+k+1)\right] \bar{\gamma}_{j}=0
$$

Therefore,

$$
\overline{\mathcal{A}}_{X+Y} h(j)=\lambda h(j+1)-j h(j)+\sum_{k=0}^{\infty} q^{k+1} h(j+k+1)
$$

Using (3.2), the proof follows.

## 4. APPROXIMATION RESULTS

In this section, we derive an error bound for the Poisson and Poisson convoluted geometric approximation to $W_{n}$. The following theorem gives the bound for Poisson, with parameter $\mu$, approximation.

Theorem 4.1. Let $\xi_{1}, \xi_{2}, \ldots, \xi_{n}$ be independent random variables satisfying (2.1) and $W_{n}=\sum_{i=1}^{n} \xi_{i}$. Then

$$
d_{T V}\left(W_{n}, X\right) \leq \frac{\left|\mu_{2}\right|}{\max (1, \mu)}
$$

where $X \sim \operatorname{Po}(\mu)$.
Proof: From Proposition 3.1, a Stein operator for $W_{n}$ is given by

$$
\begin{aligned}
\mathcal{A}_{W_{n}} h(j) & =\mu h(j+1)-j h(j)+\sum_{i=1}^{n} \sum_{k=0}^{\infty} \sum_{l=1}^{k} g_{i, k+1} \Delta h(j+l) \\
& =\mathcal{A}_{X} h(j)+\mathcal{U}_{W_{n}} h(j)
\end{aligned}
$$

where $\mathcal{A}_{X}$ is a Stein operator for $X$ as discussed in (2.6). Observe that $\mathcal{A}_{W_{n}}$ is a Stein operator for $W_{n}$ which can be seen as a perturbation of Poisson operator. Now, for $h \in H_{X} \cap H_{W_{n}}$, taking expectation of perturbed operator $\mathcal{U}_{W_{n}}$ with respect to $W_{n}$ and using (2.7), the result follows.

Next, we derive $Z=X+Y$ approximation to $W_{n}$, where $X \sim \operatorname{Po}(\lambda)$ and $Y \sim \operatorname{Ge}(p)$, by matching first two moments, that is, $\mathbb{E}(Z)=\mathbb{E}\left(W_{n}\right)$ and $\operatorname{Var}(Z)=\operatorname{Var}\left(W_{n}\right)$ which give the following choice of parameters

$$
\begin{equation*}
\lambda=\mu-\sqrt{\sigma^{2}-\mu} \quad \text { and } \quad p=\frac{1}{1+\sqrt{\sigma^{2}-\mu}} \tag{4.1}
\end{equation*}
$$

Theorem 4.2. Let $\xi_{1}, \xi_{2}, \ldots, \xi_{n}$ be independent random variables satisfying (2.1) and the mean and variance of $W_{n}=\sum_{i=1}^{n} \xi_{i}$ satisfying (4.1). Also, assume that $\sigma^{2}>\mu$ and $\lambda>2(q / p)^{2}$. Then

$$
d_{T V}\left(W_{n}, Z\right) \leq \frac{\lambda \sqrt{\frac{2}{\pi}}\left|\mu_{3}-2(q / p)^{3}\right|\left(\frac{1}{4}+\sum_{i=1}^{n}\left(1-d_{T V}\left(\xi_{i}, \xi_{i}+1\right)\right)\right)^{-1 / 2}}{\left(\lambda-2(q / p)^{2}\right) \max (1, \lambda)}
$$

where $Z=X+Y, X \sim \operatorname{Po}(\lambda)$ and $Y \sim \operatorname{Ge}(p)$.

Remark 4.1. Note that, in Theorem 4.2, the choice of parameters are valid as

$$
\mu=\lambda+\frac{q}{p}>\frac{q}{p}=\sqrt{\sigma^{2}-\mu} \quad \text { and } \quad p=\frac{1}{1+\sqrt{\sigma^{2}-\mu}} \leq 1
$$

since $\sigma^{2}>\mu$.
Proof of Theorem 4.2: From (3.1), the Stein operator for $W_{n}$ is given by

$$
\mathcal{A}_{W_{n}} h(j)=\sum_{i=1}^{n} \sum_{k=0}^{\infty} g_{i, k+1} h(j+k+1)-j h(j)
$$

Using (3.2), with $\sum_{i=1}^{n} \sum_{k=0}^{\infty} g_{i, k+1}=\mathbb{E}\left(W_{n}\right)=\mathbb{E}(Z)=\lambda+q / p$, we get

$$
\begin{aligned}
\mathcal{A}_{W_{n}} h(j)= & \left(\lambda+\frac{q}{p}\right) h(j+1)-j h(j)+\sum_{k=0}^{\infty} \sum_{l=1}^{k} q^{k+1} \Delta h(j+l) \\
& +\sum_{i=1}^{n} \sum_{k=0}^{\infty} \sum_{l=1}^{k} g_{i, k+1} \Delta h(j+l)-\sum_{k=0}^{\infty} \sum_{l=1}^{k} q^{k+1} \Delta h(j+l) \\
= & \mathcal{A}_{Z} h(j)+\overline{\mathcal{U}}_{W_{n}} h(j) .
\end{aligned}
$$

This is a Stein operator for $W_{n}$ which can be seen as perturbation of $Z=X+Y$ operator, obtained in Proposition 3.2. Now, consider

$$
\begin{equation*}
\bar{U}_{W_{n}} h(j)=\sum_{i=1}^{n} \sum_{k=0}^{\infty} \sum_{l=1}^{k} g_{i, k+1} \Delta h(j+l)-\sum_{k=0}^{\infty} \sum_{l=1}^{k} q^{k+1} \Delta h(j+l) . \tag{4.2}
\end{equation*}
$$

We know that

$$
\Delta h(j+l)=\sum_{m=1}^{l-1} \Delta^{2} h(j+m)+\Delta h(j+1) .
$$

Substituting in (4.2) and using $\operatorname{Var}(Z)=\operatorname{Var}\left(W_{n}\right)$ with $\sum_{i=1}^{n} \sum_{k=0}^{\infty} g_{i, k+1}=\mathbb{E}\left(W_{n}\right)=\mathbb{E}(Z)=$ $\lambda+q / p$, we have

$$
\overline{\mathcal{U}}_{W_{n}} h(j)=\sum_{i=1}^{n} \sum_{k=0}^{\infty} \sum_{l=1}^{k} \sum_{m=1}^{l-1} g_{i, k+1} \Delta^{2} h(j+m)-\sum_{k=0}^{\infty} \sum_{l=1}^{k} \sum_{m=1}^{l-1} q^{k+1} \Delta^{2} h(j+m) .
$$

Now, taking expectation with respect to $W_{n}$, we get

$$
\begin{aligned}
\mathbb{E}\left[\overline{\mathcal{U}}_{W_{n}} h\left(W_{n}\right)\right]= & \sum_{j=0}^{\infty}\left[\sum_{i=1}^{n} \sum_{k=0}^{\infty} \sum_{l=1}^{k} \sum_{m=1}^{l-1} g_{i, k+1} \Delta^{2} h(j+m)\right. \\
& \left.-\sum_{k=0}^{\infty} \sum_{l=1}^{k} \sum_{m=1}^{l-1} q^{k+1} \Delta^{2} h(j+m)\right] P\left[W_{n}=j\right] .
\end{aligned}
$$

Therefore,

$$
\begin{aligned}
\left|\mathbb{E}\left[\bar{U}_{W_{n}} h\left(W_{n}\right)\right]\right| & \leq 2 d_{T V}\left(W_{n}, W_{n}+1\right)\|\Delta h\|\left|\sum_{i=1}^{n} \sum_{k=0}^{\infty} \frac{k(k-1)}{2} g_{i, k+1}-\sum_{k=0}^{\infty} \frac{k(k-1)}{2} q^{k+1}\right| . \\
& \leq d_{T V}\left(W_{n}, W_{n}+1\right)\|\Delta h\|\left|\mu_{3}-2 \frac{q^{3}}{p^{3}}\right|
\end{aligned}
$$

Using (2.9), we have

$$
\begin{equation*}
\left|\mathbb{E}\left[\mathcal{U}_{W_{n}} h\left(W_{n}\right)\right]\right| \leq\|\Delta h\| \sqrt{\frac{2}{\pi}}\left(\frac{1}{4}+\sum_{i=1}^{n}\left(1-d_{T V}\left(\xi_{i}, \xi_{i}+1\right)\right)\right)^{-1 / 2}\left|\mu_{3}-2 \frac{q^{3}}{p^{3}}\right| \tag{4.3}
\end{equation*}
$$

From Proposition 3.2, we have

$$
\begin{equation*}
\left\|\mathcal{U}_{X+Y} h\right\| \leq \frac{q^{2}}{p^{2}}\|\Delta h\| . \tag{4.4}
\end{equation*}
$$

Using (2.8), (4.3), and (4.4) with Lemma 2.1, the proof follows.

## 5. AN APPLICATION TO THE WAITING TIME DISTRIBUTION OF 2-RUNS

The concept of runs and patterns is well-known in the literature due to its applicability in many real-life applications such as reliability theory, machine maintenance, statistical testing, and quality control, among many others. In this section, we consider the set up discussed by Hirano [13] and generalized by Huang and Tsai [15] as follows:

Let $N$ denote the number of two consecutive successes in $n$ Bernoulli trials with success probability $p$. Then, Huang and Tsai [15] (with $k_{1}=0$ and $k_{2}=2$ in their notation) have shown that the waiting time for $n$-th occurrence of 2 -runs can be written as the sum of $n$ independent and identical distributed (iid) random variables, say $U_{1}, U_{2}, \ldots, U_{n}$, concentrated on $\{2,3, \ldots\}$. Here $U_{i}$ is 2 plus the number of trials between the $(j-1)$-th and $j$-th occurrence of 2 -runs. The PGF of $U_{i}$ is given by

$$
\psi_{U}(t)=\frac{p^{2} t^{2}}{1-t+p^{2} t^{2}},
$$

where $U$ is the iid copy of $U_{i}, i=1,2, \ldots, n$ (see Hung and Tsai [15] for more details).
Now, let $V_{i}=U_{i}-2$ concentrated on $\mathbb{Z}_{+}$. Then, Kumar and Upadhye [17] have given the PGF of $V_{i}$ and which is given by

$$
\psi_{V_{i}}(t)=\frac{p^{2}}{1-t+p^{2} t^{2}}=\sum_{j=0}^{\infty}\left(\sum_{\ell=0}^{\lfloor j / 2\rfloor}\binom{j-\ell}{\ell}(-1)^{\ell} p^{2(\ell+1)}\right) t^{j}=\sum_{j=0}^{\infty} g_{i, j+1} t^{j},
$$

where $g_{i, j+1}=\sum_{\ell=0}^{\lfloor j / 2\rfloor}\binom{j-\ell}{\ell}(-1)^{\ell} p^{2(\ell+1)}$, for each $i=1,2, \ldots, n$. For more details, we refer the reader to Huang and Tsai [15], Kumar and Upadhye [17], and Balakrishnan and Koutras [1], and references therein.

Now, let $W_{\bar{n}}=\sum_{i=1}^{\bar{n}} V_{i}$ then $W_{\bar{n}}$ denotes the number of failures before $\bar{n}^{\text {th }}$ occurrence of 2 -runs. Therefore, from Theorem 4.1, we have

$$
d_{T V}\left(W_{\bar{n}}, P o(\mu)\right) \leq \frac{\left|\mu_{2}\right|}{\max (1, \mu)},
$$

where $\mu=\bar{n} \sum_{j=0}^{\infty} g_{i, j+1}$ and $\mu_{2}=\bar{n} \sum_{j=0}^{\infty} j g_{i, j+1}$. In a similar manner, from Theorem 4.2, we can also obtain the bound for the Poisson convoluted geometric approximation. For more details, we refer the reader to Section 4 of Kumar and Upadhye [17].

## 6. CONCLUDING REMARKS

1. Note that, if $\xi_{i} \sim \operatorname{Po}\left(\lambda_{i}\right), i=1,2, \ldots, n$ then $d_{T V}\left(W_{n}, X\right)=0$ in Theorem 4.1, as expected.
2. If $\xi_{1} \sim \operatorname{Po}(\lambda)$ and $\xi_{2} \sim G e(p)$, for $i=1,2$, and $W_{2}=\xi_{1}+\xi_{2}$ then $d_{T V}\left(W_{2}, Z\right)=0$ in Theorem 4.2, as expected.
3. The bounds obtained in Theorems 4.1 and 4.2 are either comparable to or improvement over the existing bounds available in the literature. In particular, some comparison can be seen as follows:
(a) If $\xi_{i} \sim \operatorname{Ber}\left(p_{i}\right)$, for $i=1,2, \ldots, n$ then, from Theorem 4.1, we have

$$
d_{T V}\left(W_{n}, P o(\mu)\right) \leq \frac{1}{\max (1, \mu)} \sum_{i=1}^{n} p_{i}^{2}
$$

where $\mu=\sum_{i=1}^{n} p_{i}$. The above bound is same as given by Barbour et al. [7] and is an improvement over the bound $d_{T V}\left(W_{n}, P o(\mu)\right) \leq \sum_{i=1}^{n} p_{i}^{2}$ given by Khintchine [16] and Le Cam [18].
(b) If $\xi_{i} \sim G e\left(p_{i}\right), i=1,2, \ldots, n$ then, from Theorem 4.1, we have

$$
d_{T V}\left(W_{n}, X\right) \leq \frac{1}{\max (1, \mu)} \sum_{i=1}^{n}\left(\frac{q_{i}}{p_{i}}\right)^{2}
$$

This bound is an improvement over negative binomial approximation given by Kumar and Upadhye [17] in Corollary 3.1.
(c) If $\xi_{i} \sim N B\left(\alpha_{i}, p_{i}\right), i=1,2, \ldots, n$ then, from Theorems 4.1, we have

$$
\begin{equation*}
d_{T V}\left(W_{n}, P o(\mu)\right) \leq \frac{1}{\max (1, \mu)} \sum_{i=1}^{n} \alpha_{i}\left(\frac{q_{i}}{p_{i}}\right)^{2} \tag{6.1}
\end{equation*}
$$

where $\mu=\sum_{i=1}^{n} \frac{\alpha_{i} q_{i}}{p_{i}}$. Vellaisamy and Upadhye [33] obtained bound for $S_{n}=$ $\sum_{i=1}^{n} \xi_{i}$ and is given by

$$
\begin{equation*}
d_{T V}\left(S_{n}, P o(\lambda)\right) \leq \min \left(1, \frac{1}{\sqrt{2 \lambda e}}\right) \sum_{i=1}^{n} \frac{\alpha_{i} q_{i}^{2}}{p_{i}} \tag{6.2}
\end{equation*}
$$

where $\lambda=\sum_{i=1}^{n} \alpha_{i} q_{i}=\alpha q$. Under identical set up with $\alpha=5$ and various values of $n$ and $q$, the numerical comparison of (6.1) and (6.2) as follows:

Table 1: Comparison of bounds.

| $n$ | $q$ | From (6.1) | From (6.2) |
| :---: | :---: | :---: | :---: |
| 10 |  | 0.1111 | 0.3370 |
| 30 | 0.1 | 0.1111 | 1.0109 |
| 50 |  | 0.1111 | 1.6848 |
| 10 |  | 0.2500 | 1.0722 |
| 30 | 0.2 | 0.2500 | 3.2166 |
| 50 |  | 0.2500 | 5.3610 |

Note that our bound (from (6.1)) is better than the bound given in (6.2). In particular, graphically, the closeness of these two distributions can be seen as follows:


Figure 1: $n=10, q=0.1$.


Figure 3: $n=50, q=0.1$.


Figure 5: $n=30, q=0.2$.


Figure 2: $n=30, q=0.1$.


Figure 4: $n=10, q=0.2$.


Figure 6: $n=50, q=0.2$.

The above graphs are obtained by using the moment matching conditions. Also, from the numerical table and graphs, observe that the distributions are closer for sufficiently small values of $q$ and large values of $n$, as expected.
(d) From Theorem 1 of Hung and Giang [14], it is given that, for $A \subset \mathbb{Z}_{+}$,

$$
\begin{align*}
& \sup _{A}\left|P\left(W_{n} \in A\right)-\sum_{k \in A} \frac{\lambda_{n}^{k} e^{-\lambda_{n}}}{k!}\right| \\
& \quad \leq \sum_{i=1}^{n} \min \left\{\lambda_{n}^{-1}\left(1-e^{-\lambda_{n}}\right) r_{n, i}\left(1-p_{n, i}\right), 1-p_{n, i}\right\}\left(1-p_{n, i}\right) p_{n, i}^{-1} \tag{6.3}
\end{align*}
$$

where $W_{n}=\sum_{i=1}^{n} X_{n, i}, \quad X_{n, i} \sim N B\left(r_{n, i}, p_{n, i}\right)$ with $\lambda_{n}=\mathbb{E}\left(W_{n}\right)$. Note that if $\min \left\{\lambda_{n}^{-1}\left(1-e^{-\lambda_{n}}\right) r_{n, i}\left(1-p_{n, i}\right), 1-p_{n, i}\right\}=1-p_{n, i}$, for all $i=1,2, \ldots, n$, then

$$
\begin{equation*}
\sup _{A}\left|P\left(W_{n} \in A\right)-\sum_{k \in A} \frac{\lambda_{n}^{k} e^{-\lambda_{n}}}{k!}\right| \leq \sum_{i=1}^{n}\left(1-p_{n, i}\right)^{2} p_{n, i}^{-1} \tag{6.4}
\end{equation*}
$$

which is of order $O(n)$. Clearly, for large values of $n$, Theorem 4.1 is an improvement over (6.4).
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## 1. INTRODUCTION

Distribution theory is an emerging field of statistics which has received an increasing attention recently, with different methods that have been proposed to generate new distributions; see [4, 21, 23, 24, 45]. To the best of our knowledge, the method used in the present work has not been previously considered.

When modeling continuous data restricted to a bounded interval, the beta distribution is a natural choice providing a wide variety of shapes; see [12]. Some of its extensions, derived by using general classes of distributions, are the beta-Gumbel [37], beta-Fréchet [36], betaexponential [38], beta-Pareto [1], beta-generalized-exponential [3], beta-normal [11], betapower [8], beta-Marshall-Olkin [2], and beta-Marshall-Olkin-Lomax [45] distributions. These extensions of the beta distribution have provided good fits to different types of data. However, all of such extensions lose the essence of the beta distribution of having its support in the unit interval, that is, to model data between zero and one.

An alternative to the beta distribution is a double-bounded distribution first defined in [25] and after named the Kumaraswamy distribution in [22]. The cumulative distribution function (CDF) of the Kumaraswamy distribution has a closed analytical form. Some of its extensions are the Kumaraswamy-G [6], Kumaraswamy-Gumbel [7], KumaraswamyWeibull [9], Kumaraswamy-generalized-gamma [10], and trapezoidal-Kumaraswamy [42] distributions. The extensions of the Kumaraswamy distribution include additional parameters, are able to model bathtub-shaped hazard rates, and are widely applied in engineering.

In general, as mentioned, the beta distribution is very flexible and often employed in practice. However, it is common in many cases to have bounded data which follow heavy left-and-right tailed distributions. Therefore, as noted in [14, 18], the beta and Kumaraswamy distributions, as well as their extensions above mentioned, are not suitable to model heavy tails. In order to add flexibility into the beta distribution, the rectangular beta (RB) distribution was proposed in [18]. In practice, the beta and RB distributions have been powerful tools for modeling bounded data, but the RB distribution permits the modeling of heavy-tailed bounded data in equal proportions in both tails. An approach to solve the above mentioned limitations was presented in [19], but the parameters of such an approach do not have a clear interpretation and there is no an efficient method for estimating these parameters. Another attempt for obtaining alternative beta distributions is provided in [24]. To the best of our knowledge, there is no distributions that allow the modeling of heavy left-and-right tailed bounded data in different proportions.

The objective of this paper is to propose a bounded-support distribution based on a novel method to circumvent the above-mentioned limitations. This new distribution is the trapezoidal beta (TB) model, which has high flexibility to describe the tails in different proportions for its probability density function (PDF). The TB distribution is a mixture model, extends both the beta and rectangular beta distributions, and permits one to describe bounded data with heavy right and/or left tails in different proportions. We estimate the TB distribution parameters by using the maximum likelihood method. We take advantage of the finite mixture representation of the TB distribution to implement the expectation-maximization (EM) algorithm. This algorithm has two main steps: the expectation (E) step and the maximization (M) step.

The EM algorithm is a widely applicable approach to the iterative computation of maximum likelihood estimates, which is useful in a variety of incomplete data settings. The idea behind the EM algorithm applied to mixture models is to assume that the mixture is generated by missing observations. For more details of this algorithm, see [34].

The rest of the paper is organized as follows. In Section 2, we provide background of the beta and RB distributions and propose the new TB distribution specifying its mathematical properties. In addition, in this section, a shape analysis is performed to show the flexibility of the TB distribution graphically. Section 3 describes a methodology to estimate the TB distribution parameters based on the EM algorithm. In Section 4, the proposed distribution is evaluated throughout Monte Carlo simulation studies. A comparison of the proposed distribution and the beta and RB distributions is also conducted in this section. Furthermore, we include an empirical illustration with education data corresponding to a university selection score of 1295 institutions in the Metropolitan region of Chile. Finally, some concluding remarks and possible directions for future research are given in Section 5.

## 2. THE NEW DISTRIBUTION

In this section, background with respect to the beta and RB distribution is provided and then the proposed TB distribution is derived specifying its mathematical properties and a shape analysis to graphically show the flexibility of the TB distribution.

### 2.1. Background

Let $Y$ follow a beta distribution of parameters $\alpha>0$ and $\beta>0$, which we denote by $Y \sim \operatorname{Beta}(\alpha, \beta)$. The PDF of $Y$ is given by

$$
\begin{equation*}
f_{Y}(y ; \alpha, \beta)=\frac{\Gamma(\alpha+\beta)}{\Gamma(\alpha) \Gamma(\beta)} y^{\alpha-1}(1-y)^{\beta-1}, \quad 0<y<1, \tag{2.1}
\end{equation*}
$$

where $\Gamma$ is the gamma function. The mean and variance of $Y$ are established respectively as

$$
\begin{align*}
\mathrm{E}(Y) & =\frac{\alpha}{\alpha+\beta},  \tag{2.2}\\
\operatorname{Var}(Y) & =\frac{\alpha \beta}{(\alpha+\beta)^{2}(\alpha+\beta+1)} .
\end{align*}
$$

In order to add flexibility into the beta distribution, the RB distribution was proposed. If a random variable $Z$ follows an RB distribution of parameters $0 \leq \theta \leq 1, \alpha>0$ and $\beta>0$, the notation $Z \sim \operatorname{RB}(\theta, \alpha, \beta)$ is adopted. The PDF of $Z$ is stated as

$$
\begin{equation*}
f_{Z}(z ; \theta, \alpha, \beta)=\theta+(1-\theta) f_{Y}(z ; \alpha, \beta), \quad 0<z<1, \tag{2.3}
\end{equation*}
$$

where $\theta$ is a mixture parameter. From (2.2) and (2.3), we obtain that

$$
\begin{align*}
\mathrm{E}(Z) & =\frac{\theta}{2}+(1-\theta) \frac{\alpha}{\alpha+\beta},  \tag{2.4}\\
\operatorname{Var}(Z) & =\frac{\alpha \beta}{(\alpha+\beta)^{2}(\alpha+\beta+1)}(1-\theta)(1-\theta(1+(\alpha+\beta)))+\frac{\theta}{12}(4-3 \theta) .
\end{align*}
$$

By taking $\theta=1$ and $\theta=0$ in the RB distribution, we get the uniform and beta distributions, so that its mean and variance are given in (2.4). The RB distribution permits one to model heavy-tailed bounded data in equal proportions on both tails as noted in the shape analysis; see Figure 1(a).

### 2.2. The trapezoidal beta distribution

Consider a non-negative polynomial $P$ such that $0 \leq \int_{0}^{1} P(t ; a, b) \mathrm{d} t \leq 1$. By choosing $P(t ; a, b)=a+(b-a) t$, the PDF of the TB distribution is obtained as

$$
\begin{align*}
f_{T}(t ; a, b, \alpha, \beta) & =a+(b-a) t+\left(1-\int_{0}^{1}(a+(b-a) t) \mathrm{d} t\right) f_{Y}(t ; \alpha, \beta) \\
& =a+(b-a) t+\left(1-\frac{a+b}{2}\right) f_{Y}(t ; \alpha, \beta), \quad 0<t<1 \tag{2.5}
\end{align*}
$$

with $0 \leq a, b \leq 2,0 \leq a+b \leq 2$, and $f_{Y}$ being the beta PDF of parameters $\alpha$ and $\beta$ as defined in (2.1). In this case, the notation $T \sim \operatorname{TB}(a, b, \alpha, \beta)$ is used. Note that the TB PDF defined by (2.5) can be rewritten as a mixture of three beta distributions by considering

$$
\begin{align*}
f_{T}(t ; a, b, \alpha, \beta) & =\omega_{1} f_{1}(t)+\omega_{2} f_{2}(t)+\omega_{3} f_{3}(t)  \tag{2.6}\\
& =\frac{a}{2}(2-2 t)+\frac{b}{2}(2 t)+\left(1-\frac{a+b}{2}\right) f_{Y}(t ; \alpha, \beta),
\end{align*}
$$

where $f_{1}(t)=f_{Y}(t ; 1,2)=2-2 t, f_{2}(t)=f_{Y}(t ; 2,1)=2 t$ and $f_{3}(t)=f_{Y}(t ; \alpha, \beta)$ correspond to particular cases of the beta PDF described in (2.1). In addition,

$$
\begin{equation*}
\omega_{1}=\frac{a}{2}, \quad \omega_{2}=\frac{b}{2}, \quad \omega_{3}=\left(1-\frac{a+b}{2}\right) \tag{2.7}
\end{equation*}
$$

are the weights such that $\omega_{1}+\omega_{2}+\omega_{3}=1$ and $0 \leq \omega_{1}, \omega_{2}, \omega_{3} \leq 1$.
We now present some properties of the TB distribution. Let $T \sim \mathrm{~TB}(a, b, \alpha, \beta)$. Then, the $k$-th moment of $T$ is given by

$$
\begin{equation*}
m_{k}=\mathrm{E}\left(T^{k}\right)=\frac{a}{k+1}+\frac{b-a}{k+2}+\left(1-\frac{a+b}{2}\right) m_{k}^{*} \tag{2.8}
\end{equation*}
$$

where $m_{k}^{*}$ is the $k$-th moment of the $\operatorname{Beta}(\alpha, \beta)$ distribution. Thus, from (2.8), we have

$$
\begin{equation*}
m_{k}=\frac{a}{k+1}+\frac{b-a}{k+2}+\left(1-\frac{a+b}{2}\right)\left(\prod_{r=0}^{k-1} \frac{\alpha+r}{\alpha+\beta+r}\right) \tag{2.9}
\end{equation*}
$$

In addition, the moment generating and characteristic functions of $T \sim \operatorname{TB}(a, b, \alpha, \beta)$ are stated respectively as

$$
\begin{align*}
& M_{T}(v)=\mathrm{E}\left(e^{v T}\right)=1+\sum_{k=1}^{\infty} m_{k} \frac{v^{k}}{k!}, \quad v \in \mathbb{R}  \tag{2.10}\\
& \varphi_{T}(v)=\mathrm{E}\left(e^{i v T}\right)=1+\sum_{k=1}^{\infty} m_{k} \frac{(i v)^{k}}{k!}, \quad v \in \mathbb{R}
\end{align*}
$$



Figure 1: Plots of the (a) $\mathrm{RB}(\theta, \alpha=10, \beta=15) \mathrm{PDF}$ with $\theta$ as indicated, and (b)-(f) $\mathrm{TB}(a, b, \alpha=10, \beta=15) \mathrm{PDF}$ with $a, b$ as listed.

Based on (2.9) or (2.10), we deduce that the mean and variance of $T$ are given respectively as

$$
\begin{align*}
\mathrm{E}(T)= & \frac{a+2 b}{6}+\left(1-\frac{a+b}{2}\right) \frac{\alpha}{\alpha+\beta},  \tag{2.11}\\
\operatorname{Var}(T)= & \left(\frac{3 a+9 b-(a+2 b)^{2}}{36}\right) \\
& +\left(\frac{\alpha}{\alpha+\beta}\right)\left(1-\frac{a+b}{2}\right)\left(\frac{\alpha+1}{\alpha+\beta+1}-\frac{\alpha(2-a-b)}{2(\alpha+\beta)}-\frac{a+2 b}{3}\right) .
\end{align*}
$$

Note that taking $a=b=0$ (beta distribution), and $a=b=\theta$ (RB distribution) in (2.11), the mean and variance established in (2.2) and (2.4) are obtained, respectively.

Figure 1(a) shows how the RB distribution allow us to model heavy tails in equal proportions in both tails, but not in different proportions, such as the TB distribution does. Figure 1(b) reflects a global vision of the TB distribution with its diverse particular cases, which are the uniform (solid line in black), beta (segmented line in black), RB (dotted line in black) and two different types of TB (in gray) distributions. Observe that the parameters $a$ and $b$ presented in the PDF of the TB distribution defined in (2.5) can be intuitively interpreted as the lift at the left and right tails, respectively; see Figure 1(b)-(e). For example, Figure 1(c) lifts the left tails but not the right tails, whereas Figure 1(d) does the opposite. Similarly, Figure 1(e) lifts the left tails and also the right tails, whereas Figure 1(f) does the opposite. In summary, particular cases of the TB distribution, plotted in Figure 1(a)-(f), are: (i) $a=b=1$ (uniform distribution); (ii) $a=b=0$ (beta distribution); and (iii) $a=b=\theta$ (RB distribution), with PDFs defined in (2.1) and (2.3), respectively. Special and interesting situations occur when $a=0, b \neq 0$ and when $a \neq 0, b=0$, in whose case extreme-tail events are concentrated close to zero or to one, respectively, as noted in Figure 1(c)-(d).

## 3. ESTIMATION AND EM ALGORITHM

In this section, a methodology to estimate the parameters of the TB distribution is provided. We implement the EM algorithm to efficiently obtain the corresponding estimates.

### 3.1. Estimation of TB distribution parameters

Note that the parameters of the TB distribution can be estimated by the maximum likelihood method. Then, by taking advantage of the finite mixture representation of the TB distribution stated in (2.6), the EM algorithm may be implemented to efficiently estimate the TB distribution parameters.

First, based on a sample $\boldsymbol{T}=\left(T_{1}, \ldots, T_{n}\right)^{\top}$ of size $n$ from the TB distribution of PDF as given in (2.5), with observations $\boldsymbol{t}=\left(t_{1}, \ldots, t_{n}\right)^{\top}$, the likelihood function for $\boldsymbol{\Theta}=(a, b, \alpha, \beta)^{\top}$ is written as

$$
\begin{equation*}
\mathcal{L}(\boldsymbol{\Theta} ; \boldsymbol{t})=\prod_{i=1}^{n}\left(a+(b-a) t_{i}+\left(1-\frac{a+b}{2}\right) f_{Y}\left(t_{i} ; \alpha, \beta\right)\right) . \tag{3.1}
\end{equation*}
$$

Then, in order to build estimators for the parameter $\boldsymbol{\Theta}$ of the TB distribution, we can maximize the log-likelihood function defined as

$$
\begin{equation*}
\ell(\boldsymbol{\Theta} ; \boldsymbol{t})=\sum_{i=1}^{n} \log \left(a+(b-a) t_{i}+\left(1-\frac{a+b}{2}\right) f_{Y}\left(t_{i} ; \alpha, \beta\right)\right) . \tag{3.2}
\end{equation*}
$$

The maximum likelihood estimates of $a, b, \alpha$ and $\beta$ are obtained by differentiating the function (3.2) with respect to the mentioned parameters, generating the corresponding score vector. This vector must be equated to zero and the associated solution are the maximum likelihood estimates. However, such equations do not have closed-form and then they need to be solved numerically to maximize the log-likelihood function defined in (3.2). Subsequently, a nonlinear optimization method is needed. For instance, the Broyden-Fletcher-Goldfarb-Shanno (BFGS) quasi-Newton method can be used; see [26]. We use the EM algorithm to obtain the parameter estimates.

### 3.2. EM algorithm

An efficient computationally strategy for estimating the parameter $\boldsymbol{\Theta}=(a, b, \alpha, \beta)^{\top}$ of the TB distribution is to optimize the function (3.2) as a missing data framework.

The optimization problem can be solved with the EM algorithm and the finite mixture structure of the TB distribution. Consider a discrete random variable $U$ for the missing (unobserved) data, where $u_{i}=j$, with $j \in\{1,2,3\}$, indicates which mixture component generates $t_{i}$. Thus, the complete data $\boldsymbol{v}$ are formed by $\boldsymbol{v}=\left(\boldsymbol{t}^{\top}, \boldsymbol{u}^{\top}\right)^{\top}$, where the unobserved data are $\boldsymbol{u}=\left(u_{1}, \ldots, u_{n}\right)^{\top}$ and the observed data are $\boldsymbol{t}=\left(t_{1}, \ldots, t_{n}\right)^{\top}$. Thus, the likelihood function for $\boldsymbol{\Theta}$, considering the finite mixture representation of the TB distribution given in (2.6), under a complete data setting with $n$ observations is now given by

$$
\begin{equation*}
\mathcal{L}^{(\mathrm{c})}(\boldsymbol{\Theta} ; \boldsymbol{v})=\prod_{i=1}^{n}\left(\omega_{1} f_{1}(t)\right)^{\mathbb{1}_{1}}\left(\omega_{2} f_{2}(t)\right)^{\mathbb{1}_{2}}\left(\omega_{3} f_{3}(t)\right)^{\mathbb{1}_{3}} \tag{3.3}
\end{equation*}
$$

where $\mathbb{1}$ is the indicator function, such that $\mathbb{1}_{j}=1$ if $u_{i}=j$, with $j \in\{1,2,3\}$, and $\mathbb{1}_{j}=0$ otherwise. Hence, the log-likelihood function based on (3.3) for complete data is defined as

$$
\begin{equation*}
\ell^{(c)}(\boldsymbol{\Theta} ; \boldsymbol{v})=\sum_{i=1}^{n} \mathbb{1}_{1} \log \left(\omega_{1} f_{1}(t)\right)+\sum_{i=1}^{n} \mathbb{1}_{2} \log \left(\omega_{2} f_{2}(t)\right)+\sum_{i=1}^{n} \mathbb{1}_{3} \log \left(\omega_{3} f_{3}(t)\right) \tag{3.4}
\end{equation*}
$$

Note that the complete data log-likelihood function defined in (3.4) contains missing data, so that parameter estimates obtained directly from it cannot be calculated. Thus, in order to compute the estimates of $a, b, \alpha$ and $\beta$, we use the EM algorithm, recalling it has the E-step and M-step.

In order to implement its E-step, we need to find the expected value of the log-likelihood function stated in (3.4) and consequently of $\mathbb{1}_{j}$, for $j \in\{1,2,3\}$, given $T_{i}$. Therefore, it is necessary to specify an auxiliary function $Q$, which is the mentioned conditional expectation, using the random vector $\boldsymbol{V}=\left(\boldsymbol{T}^{\top}, \boldsymbol{U}^{\top}\right)^{\top}$, associated with the complete data $\boldsymbol{v}$, given the
observed data $\boldsymbol{T}=\boldsymbol{t}$, established as

$$
\begin{align*}
Q(\boldsymbol{\Theta}) & =\mathrm{E}\left(\ell^{(\mathrm{c})}(\boldsymbol{\Theta} ; \boldsymbol{V}) \mid \boldsymbol{T}=\boldsymbol{t}\right)  \tag{3.5}\\
& =\sum_{i=1}^{n} \mathrm{E}\left(\ell^{(\mathrm{c})}\left(\boldsymbol{\Theta} ; V_{i}\right) \mid T_{i}=t_{i}\right) \\
& =\sum_{i=1}^{n} \sum_{j=1}^{3} p_{i j} \ell^{(\mathrm{c})}\left(\boldsymbol{\Theta} ; v_{i}, t_{i}\right) \\
& =\sum_{i=1}^{n} \sum_{j=1}^{3} p_{i j} \log \left(\omega_{j} f_{j}\left(t_{i} ; \boldsymbol{\Theta}\right)\right),
\end{align*}
$$

where

$$
\begin{equation*}
p_{i j}=\mathrm{P}\left(U_{i}=j \mid T_{i}=t_{i} ; \boldsymbol{\Theta}\right)=\frac{\omega_{j} f_{j}\left(t_{i} ; \boldsymbol{\Theta}\right)}{\sum_{l=1}^{3} \omega_{l} f_{l}\left(t_{i} ; \boldsymbol{\Theta}\right)}, \quad i \in\{1, \ldots, n\}, \quad j \in\{1,2,3\} . \tag{3.6}
\end{equation*}
$$

In order to initiate the EM algorithm, in its E-step, we need a starting value $\widehat{\boldsymbol{\Theta}}^{(0)}$; see details about how to establish this starting value in Subsection 4.2. Thus, from (3.5), we have

$$
\begin{equation*}
\left.Q(\boldsymbol{\Theta})\right|_{\boldsymbol{\Theta}=\widehat{\boldsymbol{\Theta}}^{(r-1)}}=\sum_{i=1}^{n} \sum_{j=1}^{3} \widehat{p}_{i j}^{(r-1)} \log \left(\widehat{\omega}_{j}^{(r-1)} f_{j}\left(t_{i} ; \widehat{\boldsymbol{\Theta}}^{(r-1)}\right)\right), \tag{3.7}
\end{equation*}
$$

where $\widehat{\boldsymbol{\Theta}}^{(r-1)}$ is the value of $\boldsymbol{\Theta}$ for the $(r-1)$-th iteration at which the function $Q(\boldsymbol{\Theta})$ must be evaluated in order to iterate the EM algorithm. In addition, for $j \in\{1,2,3\}, \omega_{j}$ and $f_{j}$ are defined in (2.6), with $\widehat{\omega}_{j}^{(r-1)}$ being the value of $\omega_{j}$ given in (2.7) for the $(r-1)$-th iteration and $\widehat{\omega}_{j}^{(0)}$ as established in Subsection 4.2. Furthermore, we have

$$
\begin{equation*}
\widehat{p}_{i j}^{(r-1)}=\frac{\widehat{\omega}_{j}^{(r-1)} f_{j}\left(t_{i} ; \widehat{\boldsymbol{\Theta}}^{(r-1)}\right)}{\sum_{l=1}^{3} \widehat{\omega}_{l}^{(r-1)} f_{l}\left(t_{i} ; \widehat{\boldsymbol{\Theta}}^{(r-1)}\right)}, \quad i \in\{1, \ldots, n\}, j \in\{1,2,3\} . \tag{3.8}
\end{equation*}
$$

Note that the expression given in (3.8) is obtained from $\left.\mathrm{E}\left(\mathbb{1}_{j} \mid T_{i}=t_{i}\right)\right|_{\boldsymbol{\Theta}=\widehat{\boldsymbol{\Theta}}^{(r-1)}}$.
In the M-step, we must find $\widehat{\boldsymbol{\Theta}}^{(r)}$, which maximizes $\left.Q(\boldsymbol{\Theta})\right|_{\boldsymbol{\Theta}=\widehat{\boldsymbol{\Theta}}^{(r-1)}}$ defined in (3.7). By taking the derivatives of $Q$ with respect to $\omega_{1}, \omega_{2}$, and $\omega_{3}$, under the restriction $\omega_{1}+\omega_{2}+\omega_{3}=1$, it is possible obtain the estimates

$$
\begin{equation*}
\widehat{\omega}_{j}^{(r)}=\frac{\sum_{i=1}^{n} \widehat{p}_{i j}^{(r-1)}}{\sum_{i=1}^{n} \sum_{j=1}^{3} \widehat{p}_{i j}^{(r-1)}}=\frac{\widehat{n}_{j}^{(r-1)}}{n}, \quad j \in\{1,2,3\} . \tag{3.9}
\end{equation*}
$$

In addition, the derivatives with respect to $\alpha$ and $\beta$ lead to the usual maximum likelihood estimates of the beta distribution, which solves the equations

$$
\begin{align*}
& \psi\left(\widehat{\alpha}^{(r)}\right)-\psi\left(\widehat{\alpha}^{(r)}+\widehat{\beta}^{(r)}\right)=\frac{\sum_{i=1}^{n} \widehat{p}_{i 3}^{(r-1)} \log \left(t_{i}\right)}{\widehat{n}_{3}^{(r-1)}}  \tag{3.10}\\
& \psi\left(\widehat{\beta}^{(r)}\right)-\psi\left(\widehat{\alpha}^{(r)}+\widehat{\beta}^{(r)}\right)=\frac{\sum_{i=1}^{n} \widehat{p}_{i 3}^{(r-1)} \log \left(1-t_{i}\right)}{\widehat{n}_{3}^{(r-1)}},
\end{align*}
$$

where $\psi$ is the digamma function that is defined as the logarithmic derivative of the gamma function $\Gamma$ stated in (2.1) and given by

$$
\psi(x)=\frac{\mathrm{d}}{\mathrm{~d} x} \log (\Gamma(x))=\frac{1}{\Gamma(x)} \frac{\mathrm{d}}{\mathrm{~d} x} \Gamma(x)
$$

The estimating equations presented in (3.10) can be solved using a quasi-Newton algorithm and the estimates of $\omega_{1}, \omega_{2}$, and $\omega_{3}$, subject to $\omega_{1}+\omega_{2}+\omega_{3}=1$, are obtained from (3.9). Once the parameters are updated in each iteration, repeat both the E and M steps iteratively until a certain criterion of convergence is obtained. The algorithm EM must be iterated until reaching convergence, for example, when $\left|\ell^{(c)}\left(\widehat{\boldsymbol{\Theta}}^{(r)}\right)-\ell^{(c)}\left(\widehat{\boldsymbol{\Theta}}^{(r-1)}\right)\right|<10^{-5}$, where $\widehat{\boldsymbol{\Theta}}^{(r)}$ is the current ML estimate of $\boldsymbol{\Theta}$ and $\widehat{\boldsymbol{\Theta}}^{(r-1)}$ its previous estimate, with $\ell^{(c)}$ being given in (3.4); see McLachlan and Krishnan [35, pp. 21-23]. Note that, in some cases, the EM algorithm does not admit an analytical solution in its E-step or M-step. Then, it becomes necessary to use iterative methods for the computation of the expectation or for the maximization. For variants of the EM algorithm based on approximations of its E-step or M-step, which preserve its convergence properties, see [32]. In our case, in the M-step of the algorithm, we use the BFGS method to iteratively solve the corresponding non-linear maximization problem. The BFGS method is implemented in the $R$ software by the functions optim and optimx; see www.R-project.org and R Core Team [39].

## 4. NUMERICAL STUDIES

In this section, the TB distribution is evaluated throughout Monte Carlo simulations, comparing it with the beta and RB distributions. Here, we also include an empirical illustration with education data to show potential applications of the results obtained in the present investigation.

### 4.1. Simulation study

We start this section with an important remark about the data generation from the TB distribution. As noted in (2.6), this distribution can be seen as the mixture of three beta distributions. Except in some extreme cases such as the L-J-U-shaped beta distribution, the weights of the first two distributions on the mixture precisely capture the behavior of their tails. From Figure 2, note that, if we generate a small sample of data from the TB distribution with parameter $\boldsymbol{\Theta}=(0.2,0.5,10,15)$, we might not have data in any of its tails. Therefore, the corresponding histogram may not represent the true shape of the TB distribution. This small sample behavior is improved as the sample size increases and noted in Figure 2 for different values of the sample size $n$. For this reason, in our simulation study, we consider a sample size $n=1000$.

We carry out a Monte Carlo simulation study to compare the performance of the beta, RB and TB distributions with samples generated from each of them. In order to capture the particular tail behavior of each one of these distributions, we use a sample size of $n=1000$ and generate 100 samples for calculating the mean of the log-likelihood and Akaike information criterion (AIC). The AIC is given by AIC $=-2 \ell(\widehat{\boldsymbol{\Theta}})+2 d$, where $\ell(\widehat{\boldsymbol{\Theta}})$ is the log-likelihood function for $\boldsymbol{\Theta}$, associated with the underlying distribution, evaluated at $\boldsymbol{\Theta}=\widehat{\boldsymbol{\Theta}}, d$ is the dimension of the parameter space, and $n$ is the size of the data set. Note that this criterion is based on the log-likelihood function and penalize the distribution with more parameters. A distribution whose information criterion has a smaller value is better [13, 47].


Figure 2: Histograms for the indicated sample size $n$ from the $\operatorname{TB}(0.2,0.5,10,15)$ distribution with simulated data, where the true TB PDF is drawn in solid line.

Firstly, we simulate data from the TB distribution with parameter $\boldsymbol{\Theta}=(0.3,0.7,10,15)$. In Table 1, we observe that the TB distribution achieves a better fit than the RB and beta distributions. Table 2 reports that the RB distribution fits the data by finding a value for $\theta$ between $a$ and $b$. The beta distribution fits the data by increasing the variance, that is, by finding smaller values for $\alpha$ and $\beta$ compensating the inability of this distribution to lift the tails. Secondly, we simulate data from the $\operatorname{RB}(0.4,10,15)$ distribution. In Table 3, note that the TB distribution fits the data with the same good level than the RB distribution. Table 4 reports that the TB distribution gives similar parameter estimates compared to the RB distribution. As in the first scenario, the beta distribution fits the data by increasing the variance. We collect a sample from the $\operatorname{Beta}(10,15)$ distribution. In Table 5, notice that the TB and RB distributions fit the data with the same good level in comparison to the beta distribution. Table 6 reports that the TB and RB distributions give similar parameter estimates in comparison to the beta distribution.

Table 1: Mean log-likelihood and AIC of the listed distributions for samples drawn from a $\mathrm{TB}(0.3,0.7,10,15)$ distribution with simulated data.

| Distribution | Log-likelihood | AIC |
| :---: | :---: | :---: |
| TB | 193.3288 | -378.6576 |
| RB | 181.0892 | -356.1783 |
| Beta | 64.0552 | -124.1103 |

Table 2: Mean estimated parameter of the indicated distribution for samples drawn from a TB distribution with simulated data.

| Distribution | $a=0.3$ <br> $\widehat{a}$ | $b=\theta=0.7$ |  | $\alpha=10$ |
| :--- | :---: | :---: | ---: | ---: |
|  | $\widehat{b}, \widehat{\theta}$ | $\widehat{\alpha}$ | $\widehat{\beta}$ |  |
| $\operatorname{TB}(a, b, \alpha, \beta)$ | 0.3023 | 0.7187 | 10.0799 | 15.1376 |
| $\operatorname{RB}(\theta, \alpha, \beta)$ | - | 0.5435 | 11.0549 | 16.2195 |
| $\operatorname{Beta}(\alpha, \beta)$ | - | - | 1.6037 | 1.6018 |

Table 3: Mean log-likelihood and AIC of the listed distributions for samples drawn from an $\mathrm{RB}(0.4,10,15)$ distribution with simulated data.

| Distribution | Log-likelihood | AIC |
| :---: | :---: | :---: |
| TB | 278.6866 | -549.3732 |
| RB | 278.1757 | -550.3514 |
| Beta | 132.9706 | -261.9412 |

Table 4: Mean estimated parameter of the indicated distribution for samples drawn from a TB distribution with simulated data.

| Distribution | $a=0.4$ <br> $\widehat{a}$ |  | $b=0=0.4$ |  |
| :--- | :---: | :---: | :---: | :---: |
|  | $\alpha=10$ | $\beta=15$ |  |  |
|  | $\widehat{\alpha}$ | $\widehat{\beta}$ |  |  |
| $\operatorname{TB}(a, b, \alpha, \beta)$ | 0.4188 | 0.4141 | 9.7293 | 14.7257 |
| $\operatorname{RB}(\theta, \alpha, \beta)$ | - | 0.4161 | 9.7188 | 14.7168 |
| $\operatorname{Beta}(\alpha, \beta)$ | - | - | 1.7944 | 2.1850 |

Table 5: Mean log-likelihood and AIC of the listed distributions for samples drawn from a $\operatorname{Beta}(10,15)$ distribution with simulated data.

| Distribution | Log-likelihood | AIC |
| :---: | :---: | :---: |
| TB | 942.6532 | -1877.306 |
| RB | 942.6532 | -1879.306 |
| Beta | 942.6532 | -1881.306 |

Table 6: Mean estimated parameter of the indicated distribution for samples drawn from a $\operatorname{Beta}(10,15)$ distribution with simulated data.

| Distribution | $a=0$ | $b=\theta=0$ | $\alpha=10$ | $\beta=15$ |
| :--- | :---: | :---: | :---: | :---: |
|  | $\widehat{a}$ | $\widehat{b}, \widehat{\theta}$ | $\widehat{\alpha}$ | $\widehat{\beta}$ |
| $\operatorname{TB}(a, b, \alpha, \beta)$ | $9.88 \mathrm{e}-324$ | $4.94 \mathrm{e}-324$ | 10.3288 | 15.5109 |
| $\operatorname{RB}(\theta, \alpha, \beta)$ | - | $9.88 \mathrm{e}-324$ | 10.3294 | 15.5120 |
| $\operatorname{Beta}(\alpha, \beta)$ | - | - | 10.3274 | 15.5087 |

### 4.2. Empirical illustration

To illustrate the TB distribution in practice, we apply the proposed methods to a realworld data set and we compare the goodness of fit of the beta, RB and TB distributions. We analyze the data collected in the year 2016 of the average score of a university selection test for 1295 school establishments in the Metropolitan Region of Chile. This test is applied to students who have graduated from school in Chile at a national level and covers different areas of knowledge. In Chile, this test is named "Prueba de Selección Universitaria" (PSU) and the results obtained by the students in this test define the available possibilities to continue their studies in different universities in the country. The data set is publicly available on the "datachile" website (https://es.datachile.io).

We are interested in describing the distribution of the performance of the students who have applied to the PSU. To measure the performance, a total of 1295 average scores per establishment have been taken in the Metropolitan Region of Chile and scored in the interval $(0,1)$ throughout the transformation proposed by [44] defined as

$$
t=\frac{(N-1)}{N} \frac{\left(t^{*}-a_{1}\right)}{\left(a_{2}-a_{1}\right)}+\frac{1}{2 N}, \quad t^{*} \in\left[a_{1}, a_{2}\right]
$$

In our case, $a_{1}=293.5, a_{2}=715.5$ and $N=1295$.
From the histogram presented in Figure 3, note that the distribution of the data has a lifted right tail and slightly lifted left tail. Thus, it is justifiable to propose the TB distribution to model these data, that is, we assume that $T \sim \operatorname{TB}(a, b, \alpha, \beta)$. From Table 7, observe that the TB distribution achieves the best fit compared to the RB and beta distributions. In Table 8, we present the estimated parameters according to the method described in Section 3.


Figure 3: Histogram with estimated PDFs for the indicated distribution with the education data.

As starting values of $\boldsymbol{\Theta}=(a, b, \alpha, \beta)^{\top}$ to initiate the EM algorithm, we consider the maximum likelihood estimates of $\alpha$ and $\beta$ of the beta distribution. To obtain $a$ and $b$, we consider the relation given in (2.7) with $\omega_{1}$ and $\omega_{2}$, respectively, according to a visual conjecture detected at the tails of the histogram of the data such as mentioned above. This is corroborated by the estimates obtained, mainly at its right tail $(\widehat{a}=0.0066$ and $\widehat{b}=0.2742)$. Observe that these estimates have a very intuitive interpretation, since the tails of the PDF are lifted in these quantities. The RB distribution attempts to compensate for this fact by assigning weight in both tails ( $\widehat{a}=\widehat{b}=\widehat{\theta}=0.0334$ ), whereas the beta distribution tries to compensate it by increasing the variance (decreasing $\widehat{\alpha}$ and $\widehat{\beta}$ ). In Figure 3, we see the adjusted PDFs for the three different distributions, with the TB distribution being the model that captures the empirical behavior of the data better.

Table 7: Log-likelihood/AIC of the indicated distribution for education data.

| Indicator | Distribution |  |  |
| :--- | ---: | ---: | ---: |
|  | TB | RB | Beta |
| Log-likelihood | 413.896 | 401.647 | 371.711 |
| AIC | -819.791 | -797.293 | -739.422 |

Table 8: Estimates of the indicated distribution parameter with education data.

| Distribution | $\widehat{a}$ | $\widehat{b}=\widehat{\theta}$ | $\widehat{\alpha}$ | $\widehat{\beta}$ |
| :--- | :---: | :---: | :---: | :---: |
| $\operatorname{TB}(a, b, \alpha, \beta)$ | 0.0066 | 0.2742 | 4.3566 | 5.0824 |
| $\operatorname{RB}(\theta, \alpha, \beta)$ | - | 0.0334 | 3.5307 | 3.6990 |
| $\operatorname{Beta}(\alpha, \beta)$ | - | - | 3.1095 | 3.1901 |

## 5. CONCLUSIONS AND FUTURE RESEARCH

This paper reported the following findings:
(i) By using a new method, we have proposed a new family of four-parameter distributions, called the trapezoidal beta distribution. The new model is widely flexible and generalizes the beta and rectangular beta distributions, being the new distribution an alternative to the beta distribution when both left and right tails are heavy.
(ii) It was shown that the trapezoidal beta distribution can be rewritten conveniently as a mixture of three beta distributions, two with specific values in their parameters, and one traditional beta distribution with two arbitrary parameters.
(iii) By taking advantage of the finite mixture representation of the new family of distributions, the expectation-maximization algorithm was implemented to efficiently estimate its parameters.
(iv) Monte Carlo simulations based on the new family of distributions proposed in this research were provided to detect its performance.
(v) An example with a real data set was conducted to illustrate the potential applications with the new family of distributions proposed in the paper. In addition, we compare the new distributions to their natural competitors, corresponding to the beta and rectangular beta distributions, showing the convenience of using the new distribution.

In summary, we have proposed a new family of distributions based on new method, which allows us to model data with support between zero and one as well as heavy left and/or right tails. We estimated the parameters of the new distribution with the expectation-maximization algorithm. Numerical studies with simulated and real data were performed to show the good empirical behavior of the estimators and to illustrate potential applications. In the simulation study, we observed that the trapezoidal beta distribution performed as well as the rectangular beta and beta distributions when the samples are generated from any of these two distributions. Moreover, we noted marked differences in favor of the trapezoidal beta distribution when the samples were generated from the trapezoidal beta distribution. In the empirical illustration, the trapezoidal beta distribution turned out to be the model that fits the data best, based on the Akaike information criterion. Furthermore, it is the only distribution that adequately addresses the essence of the data distribution when heavy left and/or right right tails are present. We conclude that the trapezoidal beta distribution seems to be a new robust alternative for modeling bounded data. Therefore, this investigation may be a knowledge addition to the tool-kit of diverse practitioners, including educators, statisticians, and data scientists.

Some open problems that arose from the present investigation are the following:
(i) It is possible to extend the benefits of the trapezoidal beta distribution to any bounded distribution.
(ii) A re-parametrization of the trapezoidal beta model in terms of its mean is of interest. This will allow us to connect its mean to a regression structure in a similar manner to generalized linear models.
(iii) Identifiability problems can be present in the case of the parameter estimation of the new distribution and they must be studied further.
(iv) The use of covariates when modeling a response with support in $[0,1]$ following the new family of distributions is of interest.
(v) An extension of the present study to the multivariate case is also of practical relevance [27, 31, 41].
(vi) Incorporation of temporal, spatial, functional, and quantile regression structures in the modeling, as well as errors-in-variables, and PLS regression, are also of interest $[5,16,17,20,28,29,33,40,43]$.
(vii) The derivation of diagnostic techniques to detect potential influential cases are needed, which are an important tool to be used in all statistical modeling [5, 15, 30].
(viii) Robust estimation methods when outliers are present into the data set can be applied [46].
(ix) Applications of the new methodology proposed here can be of interest in diverse areas [23].

Therefore, the proposed results in this study promotes new challenges and offers an open door to explore other theoretical and numerical issues. Research on these and other issues are in progress and their findings will be reported in future articles.
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