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## Abstract:

- In this paper it is proposed a spatio-temporal area level linear mixed model involving spatially correlated and temporally autocorrelated random effects. An empirical best linear unbiased predictor (EBLUP) for small area parameters has been obtained under the proposed model. Using previous research in this area, analytical and bootstrap estimators of the mean squared prediction error (MSPE) of the EBLUP have also been worked out. An extensive simulation study using time-series and cross-sectional data was undertaken to compare the efficiency of the proposed EBLUP estimator over other well-known EBLUP estimators and to study the properties of the proposed estimators of MSPE.
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## 1. INTRODUCTION

Large scale repeated sample surveys are usually designed to produce reliable estimates of several characteristics of interest for large subgroups of a population, from which samples are drawn. A subgroup may be a geographical region or a group obtained by cross-classification of demographic factors such as age or gender. However, for effective planning in a wide variety of fields, there is a growing demand to produce similar estimates for smaller subgroups for which adequate sample sizes are not available. In fact, sample sizes are frequently very small or even zero in many subgroups of interest (small areas), resulting in unreliable direct design-based small area estimates. This creates a need to employ indirect estimators that "borrow information" from related small areas and time periods through linking models using recent census or current administrative data, in order to increase the effective sample size and thus precision. Such indirect estimators are often based on explicit Linear Mixed Models (LMM) that provide a link to a related small area through the use of supplementary data. The empirical best linear unbiased prediction (EBLUP) approach is one of the most popular methods for the estimation of small area parameters of interest. This approach uses an appropriate LMM which captures several salient features of the areas and combines information from censuses or administrative records conjointly with the survey data. When time-series and cross-sectional data are available, longitudinal LMM might be useful to take simultaneously advantage of both the possible spatial similarities among small areas and the expected time-series relationships of the data in order to improve the efficiency of the small area estimators. Although there is some research on temporal (e.g. Rao \& Yu, 1994; Datta et al., 2002; Saei \& Chambers, 2003; Pereira \& Coelho, 2010) and on spatial small area estimation using LMM (e.g. Salvati, 2004; Petrucci et al., 2005; Petrucci \& Salvati, 2006; Chandra et al., 2007; Pratesi \& Salvati, 2008), there is a need of research in the field of small area estimation using LMM with spatio-temporal information. Such kind of estimation might account simultaneously for the spatial dependence and the chronological autocorrelation in order to strengthen the small area estimates. This can be achieved by incorporating in the model both area specific random effects and area-by-time specific random effects. The area specific random effects could then be linked by a spatial process, while the area-by-time random effects could be linked by a temporal process. This approach is definitely more complex than a simple regression method and its success depends on the ability to define a suitable spatial neighbourhood, to specify properly spatial and temporal processes and to estimate additional parameters.

Thus, the main goal of this paper is to propose a simple and intuitive spatiotemporal LMM involving spatially correlated and temporally autocorrelated random area effects, using both time-series and cross-sectional data. The proposed model is an extension of three well-known small area models in the literature.

Under the proposed model, two research questions are addressed. Firstly, we analyse the extent to which the spatial and the temporal relationships in the data justify the introduction of a spatial and a temporal autoregressive parameters in the model. This is carried out via a simulation study which compares the efficiency of the proposed EBLUP estimator against other well-known EBLUP estimators, by taking into account the joint effects of the following components: the sampling variances of the direct estimators of the small area parameters; the variance components of the random effects; and the spatial and temporal autocorrelation parameters. Secondly, we discuss how to measure the uncertainty of the proposed EBLUP. This is carried out via a simulation study which compares the accuracy of the analytical and the bootstrap estimators of the mean squared prediction error (MSPE) introduced in this paper.

Singh et al. (2005) proposed the only existing work on small area estimation using spatial-temporal approaches. They proposed a spatio-temporal state space model via Kalman filtering estimation which, like our model, borrows strength from past surveys, neighbour small areas and a set of covariates. However, our model, unlike the model due to Singh et al. (2005), makes use of a different estimation method and incorporates independent specific random effects. Note that the model due to Singh et al. (2005) considers an interaction between the spatial dependence and the temporal autocorrelation, since the spatial process is stated in the design matrix of random effects.

This paper is organized as follows. In Section 2 it is proposed a spatiotemporal area level LMM. The BLUP and EBLUP of the mixed effects are also provided in this section. Section 3 discusses the measure of uncertainty of the proposed EBLUP. In this section it is proposed both an analytical and a parametric bootstrap method to estimate the MSPE of the EBLUP. The design of the simulation study, as well as its empirical results on the efficiency of the proposed EBLUP and on the properties of the proposed estimators of MSPE, is reported in Section 4. Finally, the paper ends with a conclusion in Section 5, which summarizes the main advantages of the proposed methodology and identifies further issues of research.

## 2. THE SPATIO-TEMPORAL MODEL

### 2.1. Proposed model

Let $\boldsymbol{\theta}=\operatorname{col}_{1 \leq i \leq m}\left(\boldsymbol{\theta}_{i}\right)$ be a $m T \times 1$ vector of the parameters of inferential interest and assume that $\mathbf{y}=\operatorname{col}_{1 \leq i \leq m}\left(\mathbf{y}_{i}\right)$ is its design-unbiased direct survey estimator. Here $\boldsymbol{\theta}_{i}=\operatorname{col}_{1 \leq t \leq T}\left(\theta_{i t}\right), \mathbf{y}_{i}=\operatorname{col}_{1 \leq t \leq T}\left(y_{i t}\right)$ and $y_{i t}$ is the direct survey
estimator of the parameter of interest for small area $i$ at time $t, \theta_{i t}(i=1, \ldots, m$; $t=1, \ldots, T)$. Thus the sampling error model is given by:

$$
\begin{equation*}
\mathrm{y}=\theta+\epsilon \tag{2.1}
\end{equation*}
$$

where $\boldsymbol{\epsilon}=\operatorname{col}_{1 \leq i \leq m ; 1 \leq t \leq T}\left(\varepsilon_{i t}\right)$ is a $m T \times 1$ vector of sampling errors. We assume that $\boldsymbol{\epsilon} \stackrel{i i d}{\sim} N(\mathbf{0} ; \mathbf{R})$, where $\mathbf{R}=\operatorname{diag}_{1 \leq i \leq m ; 1 \leq t \leq T}\left(\sigma_{i t}^{2}\right)$ is a $m T \times m T$ matrix with known sampling variances of the direct estimators. We propose the following linking model in which the parameters of inferential interest are related to area-by-time specific auxiliary data through a linear model with random effects:

$$
\begin{equation*}
\boldsymbol{\theta}=\mathbf{X} \boldsymbol{\beta}+\mathbf{Z}_{1} \mathbf{v}+\mathbf{u}_{2} \tag{2.2}
\end{equation*}
$$

where $\mathbf{X}=\operatorname{col}_{1 \leq i \leq m ; 1 \leq t \leq T}\left(\mathbf{x}_{i t}^{\prime}\right)$ is a $m T \times p$ design matrix of area-by-time specific auxiliary variables with rows given by $\mathbf{x}_{i t}^{\prime}=\left(x_{i t 1}, \ldots, x_{i t p}\right)(1 \times p), \boldsymbol{\beta}=\left(\beta_{1}, \ldots, \beta_{p}\right)^{\prime}$ $(p \times 1)$ is a column vector of regression parameters, $\mathbf{v}=\operatorname{col}_{1 \leq i \leq m}\left(\nu_{i}\right)$ is a $m \times 1$ vector of random area specific effects and $\mathbf{u}_{2}=\operatorname{col}_{1 \leq i \leq m ; 1 \leq t \leq T}\left(u_{2, i t}\right)$ is a $m T \times 1$ vector of random area-by-time specific effects. Further, $\mathbf{Z}_{1}=\mathbf{I}_{m} \otimes \mathbf{1}_{T}(m T \times m)$ where $\mathbf{I}_{m}$ is an identity matrix of order $m$ and $\mathbf{1}_{T}(T \times 1)$ is a column vector of ones. We assume that $\mathbf{X}$ has full column rank $p$ and $\mathbf{v}$ is the vector of the second order variation.

In order to take into account for the spatial dependence among small areas we propose the use of a simple spatial model in the random area specific effects. In particular, we propose the use of the simultaneous autoregressive (SAR) process (Anselin, 1992), where the vector $\mathbf{v}$ satisfies:

$$
\begin{equation*}
\mathbf{v}=\phi \mathbf{W} \mathbf{v}+\mathbf{u}_{1} \Rightarrow \mathbf{v}=\left(\mathbf{I}_{m}-\phi \mathbf{W}\right)^{-1} \mathbf{u}_{1} \tag{2.3}
\end{equation*}
$$

where $\phi$ is a spatial autoregressive coefficient which defines the strength of the spatial relationship among the random effects associated with neighboring areas and $\mathbf{W}=\left\{w_{i j}\right\}(m \times m)$ is a known spatial proximity matrix which indicates whether the small areas are neighbors or not $(i, j=1, \ldots, m)$. A simple common way to specify $\mathbf{W}$ is to define $w_{i j}=1$ if the area $i$ is physically contiguous to area $j$ and $w_{i j}=0$ otherwise. In this case $\mathbf{W}$ is a contiguity matrix. The most common way to define $\mathbf{W}$ is in the row standardized form, that is, restricting rows to satisfy $\sum_{j=1}^{m} w_{i j}=1$, for $i=1, \ldots, m$. It is yet possible to create more elaborate weights as functions of the length of common boundary between the small areas (Wall, 2004). Further, $\mathbf{u}_{1}=\operatorname{col}_{1 \leq i \leq m}\left(u_{1 i}\right)$ is a $m \times 1$ vector of independent error terms satisfying $\mathbf{u}_{1} \stackrel{i i d}{\sim} N\left(\mathbf{0} ; \sigma_{u}^{2} \mathbf{I}_{m}\right)$.

In order to borrow strength across time we propose the use of autocorrelated random effects. In particular, we propose that $u_{2, i t}$ 's follow a common first-order autoregressive $[\mathrm{AR}(1)]$ process for each small area:

$$
\begin{equation*}
u_{2, i t}=\rho u_{2, i, t-1}+\xi_{i t}, \quad|\rho|<1 \tag{2.4}
\end{equation*}
$$

where $\xi_{i t}$ 's are the error terms satisfying $\xi_{i t} \stackrel{i i d}{\sim} N\left(0 ; \sigma^{2}\right)$ and $\rho$ is a temporal autoregressive coefficient which measures the level of chronological autocorrelation.

Combining models (2.1)-(2.4), the proposed model involving spatially correlated and temporally autocorrelated random area effects may be written in matrix form as:

$$
\begin{equation*}
\mathbf{y}=\mathbf{X} \boldsymbol{\beta}+\mathbf{Z} \boldsymbol{v}+\boldsymbol{\epsilon} \tag{2.5}
\end{equation*}
$$

where $\mathbf{Z}=\left[\mathbf{Z}_{1} \mathbf{I}_{m T}\right], \mathbf{Z}_{1}=\mathbf{I}_{m} \otimes \mathbf{1}_{T}$ and $\boldsymbol{v}=\left[\mathbf{v}^{\prime} \mathbf{u}_{2}^{\prime}\right]^{\prime}$. Further, we assume that error terms $\mathbf{v}=\left(\mathbf{I}_{m}-\phi \mathbf{W}\right)^{-1} \mathbf{u}_{1}, \mathbf{u}_{2}$ and $\boldsymbol{\epsilon}$ are mutually independent distributed with $\mathbf{u}_{1} \stackrel{i i d}{\sim} N\left(\mathbf{0} ; \sigma_{u}^{2} \mathbf{I}_{m}\right), \mathbf{u}_{2} \stackrel{i i d}{\sim} N\left(\mathbf{0} ; \sigma^{2} \mathbf{I}_{m} \otimes \boldsymbol{\Gamma}\right)$ and $\boldsymbol{\epsilon} \stackrel{i i d}{\sim} N(\mathbf{0} ; \mathbf{R})$, where $\boldsymbol{\Gamma}(T \times T)$ is a matrix with elements $\rho^{|r-s|} /\left(1-\rho^{2}\right), r, s=1, \ldots, T$ and $\mathbf{R}=\operatorname{diag}_{1 \leq i \leq m ; 1 \leq t \leq T}\left(\sigma_{i t}^{2}\right)$. We can now see that model (2.5) is a special case of the general LMM with a block diagonal covariance matrix of $\boldsymbol{v}$, given by $\mathbf{G}=\operatorname{diag}_{1 \leq k \leq 2}\left(\mathbf{G}_{k}\right)$, where $\mathbf{G}_{1}$ and $\mathbf{G}_{2}$ are the covariance matrices of $\mathbf{v}$ and $\mathbf{u}_{2}$, respectively. As showed by Salvati (2004) and by Rao \& Yu (1994), these covariance structures are given by $\mathbf{G}_{1}=E\left(\mathbf{v} \mathbf{v}^{\prime}\right)=\sigma_{u}^{2}\left[\left(\mathbf{I}_{m}-\phi \mathbf{W}\right)^{\prime}\left(\mathbf{I}_{m}-\phi \mathbf{W}\right)\right]^{-1}$ and $\mathbf{G}_{2}=E\left(\mathbf{u}_{2} \mathbf{u}_{2}^{\prime}\right)=\sigma^{2} \mathbf{I}_{m} \otimes \boldsymbol{\Gamma}$, respectively. It follows that the covariance matrix of $\mathbf{y}$ is:

$$
\begin{equation*}
\mathbf{V}=\operatorname{diag}_{1 \leq i \leq m ; 1 \leq t \leq T}\left(\sigma_{i t}^{2}\right)+\mathbf{Z}_{1} \sigma_{u}^{2} \mathbf{B}^{-1} \mathbf{Z}_{1}^{\prime}+\sigma^{2} \mathbf{I}_{m} \otimes \boldsymbol{\Gamma} \tag{2.6}
\end{equation*}
$$

where $\mathbf{B}=\left(\mathbf{I}_{m}-\phi \mathbf{W}\right)^{\prime}\left(\mathbf{I}_{m}-\phi \mathbf{W}\right)$. Note that $\mathbf{V}$ is not a block diagonal covariance structure, like in the context of the well known Fay-Herriot and Rao-Yu models. Finally, note that the temporal model due to Rao \& Yu (1994) can be obtained from model (2.5) setting $\phi=0$, as well as the spatial model due to Salvati (2004) can be obtained from model (2.5) setting $T=1, \rho=0$ and $\sigma^{2}=0$. The model proposed by Fay \& Herriot (1979) is also a particular case of model (2.5) since it can be obtained setting $T=1, \phi=0, \rho=0$ and $\sigma^{2}=0$. However, if the spatial and temporal autocorrelation parameters are not equal to zero then the model proposed by Singh et al. (2005) cannot be obtained from model (2.5) because it is assumed in this model that the error terms are mutually independent.

### 2.2. The BLUP

The current small area parameter, $\theta_{i t}=\mathbf{x}_{i t}^{\prime} \boldsymbol{\beta}+\nu_{i}+u_{2, i t}$, is a special case of the linear combination $\tau=\mathbf{k}_{i t}^{\prime} \boldsymbol{\beta}+\mathbf{m}_{i t}^{\prime} \boldsymbol{v}$, where $\mathbf{k}_{i t}^{\prime}=\mathbf{x}_{i t}^{\prime}$ and $\mathbf{m}_{i t}^{\prime}=\left[\mathbf{m}_{1 i}^{\prime} \mathbf{m}_{2 i t}^{\prime}\right]$ in which $\mathbf{m}_{1 i}^{\prime}=(0, \ldots, 0,1,0, \ldots, 0)$ is a $1 \times m$ vector with value 1 in the $i^{\text {th }}$ position and 0 elsewhere, and $\mathbf{m}_{2 i t}^{\prime}=(0, \ldots, 0,1,0, \ldots, 0)$ is a $1 \times m T$ vector with value 1 in the $(i t)^{\text {th }}$ position and 0 elsewhere. Noting that model (2.5) is a special case of the general LMM, thus the BLUP estimator of $\tau=\theta_{i t}$ can be obtained from Henderson's general results (Henderson, 1975). Assuming first that $\boldsymbol{\psi}=\left(\sigma^{2}, \sigma_{u}^{2}, \phi, \rho\right)^{\prime}$
is fully known, the BLUP of $\theta_{i t}$ is given by:

$$
\begin{equation*}
\widetilde{\theta}_{i t}=\widetilde{\theta}_{i t}^{H}(\boldsymbol{\psi})=\mathbf{x}_{i t}^{\prime} \widetilde{\boldsymbol{\beta}}+\mathbf{h}_{i t}^{\prime} \mathbf{V}^{-1}(\mathbf{y}-\mathbf{X} \widetilde{\boldsymbol{\beta}}) \tag{2.7}
\end{equation*}
$$

where $\widetilde{\boldsymbol{\beta}}=\widetilde{\boldsymbol{\beta}}(\boldsymbol{\psi})=\left(\mathbf{X}^{\prime} \mathbf{V}^{-1} \mathbf{X}\right)^{-1} \mathbf{X}^{\prime} \mathbf{V}^{-1} \mathbf{y}$ is the best linear unbiased estimator of $\boldsymbol{\beta}$ and $\mathbf{h}_{i t}^{\prime}$ is a $1 \times m T$ vector which captures the potential spatial and temporal autocorrelation present in the $i^{\text {th }}$ small area. Further, $\mathbf{h}_{i t}^{\prime}=\sigma_{u}^{2} \boldsymbol{\varsigma}_{i}^{\prime} \otimes \mathbf{1}_{T}^{\prime}+\sigma^{2} \boldsymbol{\zeta}_{i t}^{\prime}$ where $\boldsymbol{\varsigma}_{i}^{\prime}=\left\{\varsigma_{i i^{\prime}}\right\}$ is the $t^{\text {th }}$ row of the $\mathbf{B}^{-1}$ matrix and $\boldsymbol{\zeta}_{i t}^{\prime}$ is a $1 \times m T$ vector with $m T$-dimensional blocks, with the $t^{\text {th }}$ row of the $\boldsymbol{\Gamma}$ matrix, $\gamma_{t}$, in the $i^{\text {th }}$ block and null vectors, $\mathbf{0}_{1 \times T}$, elsewhere, $i, i^{\prime}=1, \ldots, m ; t=1, \ldots, T$. This estimator can be classified as a combined estimator, since it can be decomposed into two components: a synthetic estimator, $\mathbf{x}_{i t}^{\prime} \widetilde{\boldsymbol{\beta}}$, and a correction factor, $\mathbf{h}_{i t}^{\prime} \mathbf{V}^{-1}(\mathbf{y}-\mathbf{X} \widetilde{\boldsymbol{\beta}})$. We can say that the weights in $\mathbf{h}_{i t}^{\prime} \mathbf{V}^{-1}$ allow a correction of the synthetic part of the estimator (2.7) through the regression residuals from the small area that is the target of inference at $t^{\text {th }}$ time point and from this area at previous time periods, but also from the regression residuals from other small areas at the $t^{\text {th }}$ time point which are spatially correlated with the target small area. From expression (2.7) it is also possible to observe that when a particular small area is not represented in the sample of period $t$, it is still possible to estimate the correction factor through the spatial and/or temporal autocorrelation, if there are data collected for small area $i$ in at least one of the previous samples and/or for one related small area at time period $t$. This is certainly a very appealing characteristic of the estimator (2.7): it is possible to avoid the reduction of the proposed estimator to a pure synthetic estimator, even when the sample size of period $t$ in the $i^{\text {th }}$ small area is null.

### 2.3. The two-stage estimator

The BLUP estimator depends on the parameters of the vector $\boldsymbol{\psi}=\left(\sigma^{2}, \sigma_{u}^{2}\right.$, $\phi, \rho)^{\prime}$, but in practice they are unknown and have to be estimated from the data. As far as the estimation of $\boldsymbol{\psi}$ is concerned, a number of methods have been proposed in the literature, such as the maximum likelihood method (Fisher, 1922; Hartley \& Rao, 1967), the restricted maximum likelihood method (Thompson, 1962; Patterson \& Thompson, 1971) and the analysis of variance (ANOVA) method (Henderson, 1953), among others. While the likelihood-based methods assume the normality of the error terms, the ANOVA method is free of this kind of assumptions. So, in the present work we have decided to estimate the variance components through an extension of Henderson method 3 (Henderson, 1953) to the model (2.5) with spatial correlated errors through a SAR process, $\nu_{i}$, temporal autocorrelated errors through an $\mathrm{AR}(1)$ process, $u_{2, i t}$, and independent sampling errors, $\varepsilon_{i t}$. Furthermore, we have assumed that the autoregressive coefficients are known, due to difficulties on getting efficient and admissible estimators for $\rho$, as
was reported by Fuller (1987) and by Rao \& Yu (1994). Thus, from this point forward we define the vector of variance components as $\boldsymbol{\psi}=\left(\sigma^{2}, \sigma_{u}^{2}\right)^{\prime}$.

We first obtain an unbiased estimator of $\sigma^{2}$. For this purpose, model (2.5) is transformed in order to eliminate the vector of random area specific effects $\mathbf{v}$. First transform $\mathbf{y}_{i}$ to $\mathbf{z}_{i}=\mathbf{P} \mathbf{y}_{i}$ such that the covariance matrix $V\left(\mathbf{P} \mathbf{u}_{2 i}\right)=\sigma^{2} \mathbf{I}_{T}$. In this Prais-Winsten transformation we use the decomposition $\boldsymbol{\Gamma}=\mathbf{P}^{-1}\left(\mathbf{P}^{-1}\right)^{\prime}$, where $\mathbf{P}(T \times T)$ has the following form: $p_{1,1}=\left(1-\rho^{2}\right)^{1 / 2}, p_{t, t^{\prime}}=1, \forall t=t^{\prime}$ for $t, t^{\prime}=2, \ldots, T, p_{t+1, t}=-\rho$ for $t=1, \ldots, T-1$ and remaining $p_{t, t^{\prime}}=0$ (Judge et al., 1985). Pre-multiplying model (2.5) by $\operatorname{diag}_{1 \leq i \leq m}(\mathbf{P})$, the transformed model is given by:

$$
\begin{equation*}
\mathbf{z}^{*}=\mathbf{H}^{*} \boldsymbol{\beta}+\operatorname{diag}_{1 \leq i \leq m}(\mathbf{f}) \mathbf{v}+\operatorname{col}_{1 \leq i \leq m}\left(\mathbf{P} \mathbf{u}_{2 i}\right)+\operatorname{col}_{1 \leq i \leq m}\left(\mathbf{P} \boldsymbol{\epsilon}_{i}\right) \tag{2.8}
\end{equation*}
$$

where $\quad \mathbf{z}^{*}=\operatorname{col}_{1 \leq i \leq m}\left(\mathbf{z}_{i}\right), \quad \mathbf{H}^{*}=\operatorname{col}_{1 \leq i \leq m}\left(\mathbf{H}_{i}\right), \quad \mathbf{z}_{i}=\mathbf{P y}_{i}, \quad \mathbf{H}_{i}=\mathbf{P} \mathbf{X}_{i} \quad$ and $\mathbf{f}=$ $\mathbf{P} 1_{T}=\operatorname{col}_{1 \leq i \leq m}\left(f_{t}\right)$, with $f_{1}=\left(1-\rho^{2}\right)^{1 / 2} \quad$ and $f_{t}=1-\rho$ for $2 \leq t \leq T$. Next we transform $\mathbf{z}_{i}$ to $\mathbf{z}_{i}^{(1)}=\left(\mathbf{I}_{T}-\mathbf{D}\right) \mathbf{z}_{i}$, where $\mathbf{D}=\left(\mathbf{f f}^{\prime}\right) / c$ is a $T \times T$ matrix with $c=\mathbf{f}^{\prime} \mathbf{f}=(1-\rho)[T-(T-2) \rho]$. Pre-multiplying now model (2.8) by $\mathbf{D}^{*}=\operatorname{diag}_{1 \leq i \leq m}\left(\mathbf{I}_{T}-\mathbf{D}\right)$ and noting that $\left(\mathbf{I}_{T}-\mathbf{D}\right) \mathbf{f}=\mathbf{0}_{T \times 1}$, then the transformed model reduces to:

$$
\begin{equation*}
\mathbf{z}^{(1)}=\mathbf{H}^{(1)} \boldsymbol{\beta}+\mathbf{e}^{(1)} \tag{2.9}
\end{equation*}
$$

where $\mathbf{z}^{(1)}=\operatorname{col}_{1 \leq i \leq m}\left(\mathbf{z}_{i}^{(1)}\right), \mathbf{H}^{(1)}=\operatorname{col}_{1 \leq i \leq m}\left(\mathbf{H}_{i}^{(1)}\right), \mathbf{H}_{i}^{(1)}=\left(\mathbf{I}_{T}-\mathbf{D}\right) \mathbf{P} \mathbf{X}_{i}$ and $\mathbf{e}^{(1)}=\operatorname{col}_{1 \leq i \leq m}\left[\left(\mathbf{I}_{T}-\mathbf{D}\right) \mathbf{P}\left(\mathbf{u}_{2 i}+\boldsymbol{\epsilon}_{i}\right)\right]$. Further, we can see at this moment that $E\left(\mathbf{e}^{(1)}\right)=\mathbf{0}_{m T \times 1}$ and $V\left(\mathbf{e}^{(1)}\right)=\operatorname{diag}_{1 \leq i \leq m}\left[\left(\mathbf{I}_{T}-\mathbf{D}\right)\left(\sigma^{2} \mathbf{I}_{T}+\mathbf{P} \mathbf{R}_{i} \mathbf{P}^{\prime}\right)\left(\mathbf{I}_{T}-\mathbf{D}\right)^{\prime}\right]$ do not involve $\sigma_{u}^{2}$, thus we can estimate $\sigma^{2}$ through the reduced model (2.9) using the residual sum of squares. Let $\widehat{\mathbf{e}}^{(1) \prime} \widehat{\mathbf{e}}^{(1)}$ be the residual sum of squares obtained by regressing $\mathbf{z}^{(1)}$ on $\mathbf{H}^{(1)}$ using ordinary least squares (OLS). An unbiased estimator of $\sigma^{2}$ is given by:
$\tilde{\sigma}^{2}=\left(\widehat{\mathbf{e}}^{(1) \prime} \widehat{\mathbf{e}}^{(1)}-\operatorname{tr}\left\{\left[\mathbf{D}^{*}-\mathbf{H}^{(1)}\left(\mathbf{H}^{(1) \prime} \mathbf{H}^{(1)}\right)^{-} \mathbf{H}^{(1) \prime}\right] \mathbf{R}^{(1)}\right\}\right)\left[m(T-1)-r\left(\mathbf{H}^{(1)}\right)\right]^{-1}$,
where $\mathbf{R}^{(1)}=\operatorname{diag}_{1 \leq i \leq m}\left(\mathbf{P R}_{i} \mathbf{P}\right)$ and $\mathbf{A}^{-}$is the Moore-Penrose generalized inverse of $\mathbf{A}$. Although this estimator has been deducted in the context of the spatio-temporal proposed model, it is equal to the estimator proposed by Rao \& Yu (1994) in the context of their temporal model. This happens due to the fact that we have transformed model (2.5) in order to eliminate the vector of random area specific effects $\mathbf{v}$, which accounts for the spatial dependence among small areas. Rao \& Yu (1994) showed that estimator (2.10) is unbiased and asymptotically consistent.

Turning to the estimation of $\sigma_{u}^{2}$, we transform $\mathbf{z}_{i}$ to $z_{i}^{(2)}=c^{-1 / 2} \mathbf{f}^{\prime} \mathbf{z}_{i}$ such that $u_{2 i}^{(2)}=c^{-1 / 2} \mathbf{f}^{\prime} \mathbf{P} \mathbf{u}_{2 i}$ has mean 0 and variance $\sigma^{2}$. Pre-multiplying model (2.8) by $\operatorname{diag}_{1 \leq i \leq m}\left(c^{-1 / 2} \mathbf{f}^{\prime}\right)$ and noting that $c^{-1 / 2} \mathbf{f}^{\prime} \mathbf{f}=c^{1 / 2}$, we obtain the following
transformed model:

$$
\begin{equation*}
\mathbf{z}^{(2)}=\mathbf{H}^{(2)} \boldsymbol{\beta}+\mathbf{e}^{(2)}, \tag{2.11}
\end{equation*}
$$

where $\mathbf{z}^{(2)}=\operatorname{col}_{1 \leq i \leq m}\left(c^{-1 / 2} \mathbf{f}^{\prime} \mathbf{z}_{i}\right), \mathbf{H}^{(2)}=\operatorname{col}_{1 \leq i \leq m}\left(c^{-1 / 2} \mathbf{f}^{\prime} \mathbf{H}_{i}\right)$ and $\mathbf{e}^{(2)}=c^{1 / 2} \mathbf{v}+$ $\mathbf{u}_{2}^{(2)}+\boldsymbol{\epsilon}^{(2)}$, in which $\mathbf{u}_{2}^{(2)}=\operatorname{col}_{1 \leq i \leq m}\left(c^{-1 / 2} \mathbf{f}^{\prime} \mathbf{P} \mathbf{u}_{2 i}\right)$ and $\boldsymbol{\epsilon}^{(2)}=\operatorname{col}_{1 \leq i \leq m}\left(c^{-1 / 2} \mathbf{f}^{\prime} \mathbf{P} \boldsymbol{\epsilon}_{i}\right)$. The error term of model (2.11) has $E\left(\mathbf{e}^{(2)}\right)=\mathbf{0}_{m \times 1}$ and $V\left(\mathbf{e}^{(2)}\right)=c \sigma_{u}^{2} \mathbf{B}^{-1}+$ $\sigma^{2} \mathbf{I}_{m}+\mathbf{R}^{(2)}$, where $\mathbf{R}^{(2)}=\operatorname{diag}_{1 \leq i \leq m}\left(c^{-1} \mathbf{f}^{\prime} \mathbf{P R}_{i} \mathbf{P}^{\prime} \mathbf{f}\right)$. Let $\widehat{\mathbf{e}}^{(2)}{ }^{\prime} \widehat{\mathbf{e}}^{(2)}$ be the residual sum of squares obtained by regressing $\mathbf{z}^{(2)}$ on $\mathbf{H}^{(2)}$ using OLS. An unbiased estimator of $\sigma_{u}^{2}$ is given by:

$$
\begin{equation*}
\widetilde{\sigma}_{u}^{2}=\left\{\widehat{\mathbf{e}}^{(2) \prime} \widehat{\mathbf{e}}^{(2)}-\operatorname{tr}\left(\mathbf{P}_{H^{(2)}} \mathbf{R}^{(2)}\right)-\widetilde{\sigma}^{2}\left[m-r\left(\mathbf{H}^{(2)}\right)\right]\right\} /\left[c \times \operatorname{tr}\left(\mathbf{P}_{H^{(2)}} \mathbf{B}^{-1}\right)\right], \tag{2.12}
\end{equation*}
$$

where $\mathbf{P}_{H^{(2)}}=\mathbf{I}_{m}-\mathbf{H}^{(2)}\left(\mathbf{H}^{(2)} \mathbf{H}^{(2)}\right)^{-} \mathbf{H}^{(2) \prime}$ and $\widetilde{\sigma}^{2}$ is given by (2.10). The unbiasedness of $\widetilde{\sigma}_{u}^{2}$ follows by noting that $E\left(\widehat{\mathbf{e}}^{(2)} \hat{\mathbf{e}}^{(2)}\right)=c \sigma_{u}^{2} \operatorname{tr}\left(\mathbf{P}_{H^{(2)}} \mathbf{B}^{-1}\right)+\sigma^{2}[m-$ $\left.r\left(\mathbf{H}^{(2)}\right)\right]+\operatorname{tr}\left(\mathbf{P}_{H^{(2)}} \mathbf{R}^{(2)}\right)$. Since $\widetilde{\sigma}^{2}$ and $\tilde{\sigma}_{u}^{2}$ can take negative values, we truncate them at zero and use $\widehat{\sigma}^{2}=\max \left\{0, \widetilde{\sigma}^{2}\right\}$ and $\widehat{\sigma}_{u}^{2}=\max \left\{0, \widetilde{\sigma}_{u}^{2}\right\}$. The truncated estimators are no longer unbiased but they are still asymptotically consistent.

A two-stage estimator of $\theta_{i t}$ can now be obtained from (2.7) by replacing $\boldsymbol{\psi}=\left(\sigma^{2}, \sigma_{u}^{2}\right)^{\prime}$ for $\widehat{\boldsymbol{\psi}}=\left(\widehat{\sigma}^{2}, \widehat{\sigma}_{u}^{2}\right)^{\prime}$ :

$$
\begin{equation*}
\widehat{\theta}_{i t}=\widehat{\theta}_{i t}^{H}(\widehat{\boldsymbol{\psi}})=\mathbf{x}_{i t}^{\prime} \widehat{\boldsymbol{\beta}}+\left(\widehat{\sigma}_{u}^{2} \boldsymbol{\varsigma}_{i}^{\prime} \otimes \mathbf{1}_{T}^{\prime}+\widehat{\sigma}^{2} \boldsymbol{\zeta}_{i t}^{\prime}\right) \widehat{\mathbf{V}}^{-1}(\mathbf{y}-\mathbf{X} \widehat{\boldsymbol{\beta}}) . \tag{2.13}
\end{equation*}
$$

This estimator is not a genuine EBLUP because we have assumed known autoregressive coefficients. An adequate name for estimator (2.13) would be partial EBLUP, because just the variance components were replaced by their estimators. However, for simplicity it is called EBLUP along this manuscript. Following Kackar \& Harville (1984) and Rao \& Yu (1994), we may note that estimator (2.13) is unbiased as estimators of variance components, (2.10) and (2.12), are even functions of $\mathbf{y}$ and translation-invariant.

## 3. ESTIMATION OF THE MSPE OF THE TWO-STAGE ESTIMATOR

Under the normality of the random effects and random errors, following the Kackar \& Harville (1984) identity and using the Henderson's general result (Henderson, 1975), the MSE of an EBLUP can be decomposed as:

$$
\begin{equation*}
\operatorname{MSE}\left[\widehat{\theta}_{i t}(\widehat{\boldsymbol{\psi}})\right]=g_{1 i t}(\boldsymbol{\psi})+g_{2 i t}(\boldsymbol{\psi})+E\left[\widehat{\theta}_{i t}(\widehat{\boldsymbol{\psi}})-\widetilde{\theta}_{i t}(\boldsymbol{\psi})\right]^{2} \tag{3.1}
\end{equation*}
$$

where $E$ means the expectation with respect to model $(2.5), g_{1 i t}(\boldsymbol{\psi})$ represents the uncertainty of the EBLUP due to the estimation of the random effects and
is of order $o(1), g_{2 i t}(\boldsymbol{\psi})$ is due to the estimation of the fixed effects and is of order $o\left(m^{-1}\right)$, and the last term measures the uncertainty due to the estimation of the variance components. The first two terms can be analytically evaluated, due to the linearity of the EBLUP in the data vector $\mathbf{y}$, from the following closed formulas,

$$
\begin{equation*}
g_{1 i t}(\boldsymbol{\psi})=\sigma_{u}^{2} \varsigma_{i i}+\frac{\sigma^{2}}{1-\rho^{2}}-\left(\sigma_{u}^{2} \boldsymbol{\varsigma}_{i} \otimes \mathbf{1}_{T}+\sigma^{2} \boldsymbol{\zeta}_{i t}\right)^{\prime} \mathbf{V}^{-1}\left(\sigma_{u}^{2} \boldsymbol{\varsigma}_{i} \otimes \mathbf{1}_{T}+\sigma^{2} \boldsymbol{\zeta}_{i t}\right) \tag{3.2}
\end{equation*}
$$

and

$$
\begin{align*}
g_{2 i t}(\boldsymbol{\psi})= & {\left[\mathbf{x}_{i t}-\mathbf{X}^{\prime} \mathbf{V}^{-1}\left(\sigma_{u}^{2} \boldsymbol{\varsigma}_{i} \otimes \mathbf{1}_{T}+\sigma^{2} \boldsymbol{\zeta}_{i t}\right)\right]^{\prime}\left(\mathbf{X}^{\prime} \mathbf{V}^{-1} \mathbf{X}\right)^{-1} }  \tag{3.3}\\
& \times\left[\mathbf{x}_{i t}-\mathbf{X}^{\prime} \mathbf{V}^{-1}\left(\sigma_{u}^{2} \boldsymbol{s}_{i} \otimes \mathbf{1}_{T}+\sigma^{2} \boldsymbol{\zeta}_{i t}\right)\right]
\end{align*}
$$

However, the third term on the right of equation (3.1) does not have a closedform expression, due to the non-linearity of the EBLUP in the data vector $\mathbf{y}$, and therefore an approximation is needed.

### 3.1. Analytical approximation of the MSPE estimator

Following Kackar \& Harville (1984) Taylor series approximation and then the lines of Prasad \& Rao (1990), we propose the following analytical approximation of the third term of (3.1):

$$
\begin{equation*}
E\left[\widehat{\theta}_{i t}(\widehat{\boldsymbol{\psi}})-\widetilde{\theta}_{i t}(\boldsymbol{\psi})\right]^{2} \approx \operatorname{tr}\left[\mathbf{L}_{i t}(\boldsymbol{\psi}) \mathbf{V}(\boldsymbol{\psi}) \mathbf{L}_{i t}^{\prime}(\boldsymbol{\psi}) \overline{\mathbf{V}}(\widehat{\boldsymbol{\psi}})\right]=g_{3 i t}(\boldsymbol{\psi}) \tag{3.4}
\end{equation*}
$$

where $\mathbf{L}_{i t}(\boldsymbol{\psi})=\frac{\partial \mathbf{b}_{i t}^{\prime}(\boldsymbol{\psi})}{\partial \boldsymbol{\psi}}, \mathbf{V}(\boldsymbol{\psi})$ is given by (2.6) and $\overline{\mathbf{V}}(\widehat{\boldsymbol{\psi}})$ denotes the asymptotic covariance matrix of $\widehat{\boldsymbol{\psi}}$. Using $\mathbf{b}_{i t}^{\prime}(\boldsymbol{\psi})=\left(\sigma_{u}^{2} \boldsymbol{\varsigma}_{i}^{\prime} \otimes \mathbf{1}_{T}^{\prime}+\sigma^{2} \boldsymbol{\zeta}_{i t}^{\prime}\right) \mathbf{V}^{-1}$ it follows that $\mathbf{L}_{i t}(\boldsymbol{\psi})=\left(\frac{\partial \mathbf{b}_{i t}}{\partial \sigma^{2}}, \frac{\partial \mathbf{b}_{i t}}{\partial \sigma_{u}^{2}}\right)^{\prime}$ is a $2 \times m T$ matrix with two blocks given by:

$$
\begin{equation*}
\frac{\partial \mathbf{b}_{i t}^{\prime}}{\partial \sigma^{2}}=\left[\boldsymbol{\zeta}_{i t}^{\prime}-\left(\sigma_{u}^{2} \boldsymbol{\zeta}_{i}^{\prime} \otimes \mathbf{1}_{T}^{\prime}+\sigma^{2} \boldsymbol{\zeta}_{i t}^{\prime}\right) \mathbf{V}^{-1}\left(\mathbf{I}_{m} \otimes \boldsymbol{\Gamma}\right)\right] \mathbf{V}^{-1} \tag{3.5}
\end{equation*}
$$

and

$$
\begin{equation*}
\frac{\partial \mathbf{b}_{i t}^{\prime}}{\partial \sigma_{u}^{2}}=\left[\boldsymbol{\varsigma}_{i}^{\prime} \otimes \mathbf{1}_{T}^{\prime}-\left(\sigma_{u}^{2} \boldsymbol{\varsigma}_{i}^{\prime} \otimes \mathbf{1}_{T}^{\prime}+\sigma^{2} \boldsymbol{\zeta}_{i t}^{\prime}\right) \mathbf{V}^{-1}\left(\mathbf{Z}_{1} \mathbf{B}^{-1} \mathbf{Z}_{1}^{\prime}\right)\right] \mathbf{V}^{-1} \tag{3.6}
\end{equation*}
$$

Let $\mathbf{A}_{i t}(\boldsymbol{\psi})=\mathbf{L}_{i t}(\boldsymbol{\psi}) \mathbf{V}(\boldsymbol{\psi}) \mathbf{L}_{i t}^{\prime}(\boldsymbol{\psi})=\left\{a_{k l}\right\}$, thus it follows from previous results that it is a $2 \times 2$ symmetric matrix with elements:

$$
\begin{align*}
a_{11}= & {\left[\boldsymbol{\zeta}_{i t}-\left(\mathbf{I}_{m} \otimes \boldsymbol{\Gamma}\right) \mathbf{V}^{-1}\left(\sigma_{u}^{2} \boldsymbol{\varsigma}_{i} \otimes \mathbf{1}_{T}+\sigma^{2} \boldsymbol{\zeta}_{i t}\right)\right]^{\prime} \mathbf{V}^{-1} }  \tag{3.7}\\
& \times\left[\boldsymbol{\zeta}_{i t}-\left(\mathbf{I}_{m} \otimes \boldsymbol{\Gamma}\right) \mathbf{V}^{-1}\left(\sigma_{u}^{2} \boldsymbol{s}_{i} \otimes \mathbf{1}_{T}+\sigma^{2} \boldsymbol{\zeta}_{i t}\right)\right], \\
a_{22}= & {\left[\boldsymbol{\varsigma}_{i} \otimes \mathbf{1}_{T}-\left(\mathbf{Z}_{1} \mathbf{B}^{-1} \mathbf{Z}_{1}^{\prime}\right) \mathbf{V}^{-1}\left(\sigma_{u}^{2} \boldsymbol{s}_{i} \otimes \mathbf{1}_{T}+\sigma^{2} \boldsymbol{\zeta}_{i t}\right)\right]^{\prime} \mathbf{V}^{-1} }  \tag{3.8}\\
& \times\left[\boldsymbol{\varsigma}_{i} \otimes \mathbf{1}_{T}-\left(\mathbf{Z}_{1} \mathbf{B}^{-1} \mathbf{Z}_{1}^{\prime}\right) \mathbf{V}^{-1}\left(\sigma_{u}^{2} \boldsymbol{s}_{i} \otimes \mathbf{1}_{T}+\sigma^{2} \boldsymbol{\zeta}_{i t}\right)\right]
\end{align*}
$$

and

$$
\begin{align*}
a_{12}=a_{21}= & {\left[\boldsymbol{\zeta}_{i t}-\left(\mathbf{I}_{m} \otimes \boldsymbol{\Gamma}\right) \mathbf{V}^{-1}\left(\sigma_{u}^{2} \boldsymbol{\varsigma}_{i} \otimes \mathbf{1}_{T}+\sigma^{2} \boldsymbol{\zeta}_{i t}\right)\right]^{\prime} \mathbf{V}^{-1} }  \tag{3.9}\\
& \times\left[\boldsymbol{\varsigma}_{i} \otimes \mathbf{1}_{T}-\left(\mathbf{Z}_{1} \mathbf{B}^{-1} \mathbf{Z}_{1}^{\prime}\right) \mathbf{V}^{-1}\left(\sigma_{u}^{2} \boldsymbol{s}_{i} \otimes \mathbf{1}_{T}+\sigma^{2} \boldsymbol{\zeta}_{i t}\right)\right] .
\end{align*}
$$

It remains to obtain the elements of $\overline{\mathbf{V}}(\widehat{\boldsymbol{\psi}})$ in expression (3.4). Following the lines of Rao \& Yu (1994), we propose the evaluation of those elements using a lemma on the covariance of two quadratic forms of normally distributed variables (Jiang, 2007, p. 238). For this purpose we have to write $\widetilde{\sigma}^{2}$ and $\widetilde{\sigma}_{u}^{2}$ as quadratic forms of normally distributed variables. These estimators can be written as:

$$
\begin{equation*}
\widetilde{\sigma}^{2}=k_{1} \mathbf{a}^{\prime} \mathbf{C}_{1} \mathbf{a}+k_{2} \tag{3.10}
\end{equation*}
$$

and

$$
\begin{equation*}
\tilde{\sigma}_{u}^{2}=k_{3} \mathbf{a}^{\prime} \mathbf{C}_{2} \mathbf{a}+k_{4} \mathbf{a}^{\prime} \mathbf{C}_{1} \mathbf{a}+k_{5} \tag{3.11}
\end{equation*}
$$

where $k_{1}=\left[m(T-1)-r\left(\mathbf{H}^{(1)}\right)\right]^{-1}, k_{2}=-\operatorname{tr}\left\{\left[\mathbf{D}^{*}-\mathbf{H}^{(1)}\left(\mathbf{H}^{(1) \prime} \mathbf{H}^{(1)}\right)^{-} \mathbf{H}^{(1) \prime}\right] \mathbf{R}^{(1)}\right\}$ $\left[m(T-1)-r\left(\mathbf{H}^{(1)}\right)\right]^{-1}, k_{3}=\left[c \times \operatorname{tr}\left(\mathbf{P}_{H^{(2)}} \mathbf{B}^{-1}\right)\right]^{-1}, k_{4}=-k_{1}\left[m-r\left(\mathbf{H}^{(2)}\right)\right][c \times$ $\left.\operatorname{tr}\left(\mathbf{P}_{H^{(2)}} \mathbf{B}^{-1}\right)\right]^{-1}$ and $k_{5}=\left\{-k_{2}\left[m-r\left(\mathbf{H}^{(2)}\right)\right]-\operatorname{tr}\left(\mathbf{P}_{H^{(2)}} \mathbf{R}^{(2)}\right)\right\}\left[c \times \operatorname{tr}\left(\mathbf{P}_{H^{(2)}} \mathbf{B}^{-1}\right)\right]^{-1}$ are constants. Furthermore $\mathbf{a}=\mathbf{Z}_{1} \mathbf{v}+\mathbf{u}_{2}+\boldsymbol{\epsilon} \sim N(\mathbf{0} ; \mathbf{V}), \mathbf{C}_{1}=\mathbf{C}^{(1) \prime}\left[\mathbf{I}_{m T}-\right.$ $\left.\mathbf{C}^{(1)} \mathbf{X}\left(\mathbf{X}^{\prime} \mathbf{C}^{(1) \prime} \mathbf{C}^{(1)} \mathbf{X}\right)^{-} \mathbf{X}^{\prime} \mathbf{C}^{(1) \prime}\right] \mathbf{C}^{(1)}$ and $\mathbf{C}_{2}=\mathbf{C}^{(2) \prime}\left[\mathbf{I}_{m}-\mathbf{C}^{(2)} \mathbf{X}\left(\mathbf{X}^{\prime} \mathbf{C}^{(2) \prime} \mathbf{C}^{(2)} \mathbf{X}\right)^{-}\right.$ $\left.\mathbf{X}^{\prime} \mathbf{C}^{(2)}\right] \mathbf{C}^{(2)}$ are symmetric matrices with $\mathbf{C}^{(1)}=\operatorname{diag}_{1 \leq i \leq m}\left[\left(\mathbf{I}_{T}-\mathbf{D}\right) \mathbf{P}\right]$ and $\mathbf{C}^{(2)}=\operatorname{diag}_{1 \leq i \leq m}\left(c^{-1 / 2} \mathbf{f}^{\prime} \mathbf{P}\right)$, respectively. Let $\overline{\mathbf{V}}(\widehat{\boldsymbol{\psi}}) \equiv \mathbf{D}=\left\{d_{k l}\right\}$, thus it follows from previous results that it is a $2 \times 2$ symmetric matrix with elements:

$$
\begin{equation*}
d_{11}=V\left(\widetilde{\sigma}^{2}\right)=2 k_{1}^{2} \operatorname{tr}\left(\mathbf{C}_{1} \mathbf{V C}_{1} \mathbf{V}\right) \tag{3.12}
\end{equation*}
$$

$$
\begin{equation*}
d_{22}=V\left(\widetilde{\sigma}_{u}^{2}\right)=2 k_{3}^{2} \operatorname{tr}\left(\mathbf{C}_{2} \mathbf{V} \mathbf{C}_{2} \mathbf{V}\right)+4 k_{3} k_{4} \operatorname{tr}\left(\mathbf{C}_{1} \mathbf{V} \mathbf{C}_{2} \mathbf{V}\right)+2 k_{4}^{2} \operatorname{tr}\left(\mathbf{C}_{1} \mathbf{V} \mathbf{C}_{1} \mathbf{V}\right) \tag{3.13}
\end{equation*}
$$

and

$$
\begin{equation*}
d_{12}=d_{21}=\operatorname{Cov}\left(\widetilde{\sigma}^{2} ; \widetilde{\sigma}_{u}^{2}\right)=2 k_{1} k_{3} \operatorname{tr}\left(\mathbf{C}_{1} \mathbf{V} \mathbf{C}_{2} \mathbf{V}\right)+2 k_{1} k_{4} \operatorname{tr}\left(\mathbf{C}_{1} \mathbf{V C} \mathbf{C}_{1} \mathbf{V}\right) \tag{3.14}
\end{equation*}
$$

Following Prasad \& Rao (1990), it can be assumed that $E\left[g_{1 i t}(\widehat{\boldsymbol{\psi}})+g_{2 i t}(\widehat{\boldsymbol{\psi}})\right]=$ $g_{1 i t}(\boldsymbol{\psi})+g_{2 i t}(\boldsymbol{\psi})-g_{3 i t}(\boldsymbol{\psi})$. Thus it follows that a bias corrected analytical estimator of MSPE of two-stage estimator is given by:

$$
\begin{equation*}
m s p e^{A}\left[\widehat{\theta}_{i t}(\widehat{\boldsymbol{\psi}})\right]=g_{1 i t}(\widehat{\boldsymbol{\psi}})+g_{2 i t}(\widehat{\boldsymbol{\psi}})+2 g_{3 i t}(\widehat{\boldsymbol{\psi}}) . \tag{3.15}
\end{equation*}
$$

### 3.2. Bootstrap approximation of the MSPE estimator

In this section we introduce an alternative way of approximating the MSPE of the EBLUP by a simple bootstrap procedure using similar ideas to Butar \&

Lahiri (2003). Hereafter we describe a bootstrap procedure designed for estimating the MSPE under the spatio-temporal small area model (2.5), and using ANOVA estimates of variance components introduced in Section 2.3. In general, the parametric bootstrap method consists of generating parametrically a large number of area bootstrap samples from the model fitted to the original data, reestimating the model parameters for each bootstrap sample and then estimating the separate components of the MSPE. Assuming that $\rho$ and $\phi$ are known, the parametric bootstrap procedure follows the next steps:

1. Calculate estimates of the variance components, $\widehat{\sigma}^{2}$ and $\widehat{\sigma}_{u}^{2}$, from the initial data, $\mathbf{y}$, using the method of moments. Then fit model (2.5) in order to estimate the fixed effects, $\widehat{\boldsymbol{\beta}}=\widehat{\boldsymbol{\beta}}(\mathbf{y} ; \widehat{\boldsymbol{\psi}})$ with $\widehat{\boldsymbol{\psi}}=\left(\widehat{\sigma}^{2}, \widehat{\sigma}_{u}^{2}\right)^{\prime}$.
2. Compute the EBLUP estimates of $\theta_{i t}, \widehat{\theta}_{i t}(\widehat{\boldsymbol{\psi}})$, and the first two terms of MSPE, $g_{1 i t}(\widehat{\boldsymbol{\psi}})$ and $g_{2 i t}(\widehat{\boldsymbol{\psi}})$.
3. Generate $m$ independent copies of a variable $\mathbf{u}_{1}^{*}$, with $\mathbf{u}_{1}^{*} \sim N\left(\mathbf{0} ; \widehat{\sigma}_{u}^{2} \mathbf{I}_{m}\right)$. From this values, construct the random vector $\mathbf{v}^{*}=\left(\mathbf{I}_{m}-\phi \mathbf{W}\right)^{-1} \mathbf{u}_{1}^{*}$, assuming that $\phi$ is known.
4. Generate $m T$ independent copies of a variable $\boldsymbol{\xi}^{*}$, with $\boldsymbol{\xi}^{*} \sim N\left(\mathbf{0} ; \widehat{\sigma}^{2} \mathbf{I}_{m T}\right)$, independently of the generation of $\mathbf{u}_{1}^{*}$. From this values, construct the random vector $\mathbf{u}_{2}^{*}$, assuming that $\rho$ is known.
5. Generate $m T$ independent copies of a variable $\boldsymbol{\epsilon}^{*}$, with $\boldsymbol{\epsilon}^{*} \sim N(\mathbf{0} ; \mathbf{R})$, independently of the generation of $\mathbf{u}_{1}^{*}$ and $\boldsymbol{\xi}^{*}$.
6. Construct the bootstrap data $\mathbf{y}^{*}=\mathbf{X} \widehat{\boldsymbol{\beta}}+\mathbf{Z} \boldsymbol{v}^{*}+\boldsymbol{\epsilon}^{*}$ where $\boldsymbol{v}^{*}=\left[\mathbf{v}^{* \prime} \mathbf{u}_{2}^{* \prime}\right]^{\prime}$.
7. Calculate bootstrap estimates of the variance components, $\widehat{\sigma}^{2 *}$ and $\widehat{\sigma}_{u}^{2 *}$, from the bootstrap data, $\mathbf{y}^{*}$, and then fit model (2.5) in order to obtain bootstrap estimates of the fixed effects, $\widehat{\boldsymbol{\beta}}^{*}=\widehat{\boldsymbol{\beta}}\left(\mathbf{y} ; \widehat{\boldsymbol{\psi}}^{*}\right)$ with $\widehat{\psi}^{*}=\left(\widehat{\sigma}^{2 *}, \widehat{\sigma}_{u}^{2 *}\right)^{\prime}$.
8. Calculate bootstrap estimates of the EBLUP, as well as estimates of the two components of the MSPE of BLUP, using bootstrap estimates of the variance components, $\widehat{\boldsymbol{\psi}}^{*}$ :

$$
\begin{aligned}
\widehat{\theta}_{i t}^{*}=\widehat{\theta}_{i t}^{*}\left(\mathbf{y} ; \widehat{\boldsymbol{\beta}}^{*} ; \widehat{\boldsymbol{\psi}}^{*}\right)= & \mathbf{x}_{i t}^{\prime} \widehat{\boldsymbol{\beta}}^{*}+\left(\widehat{\sigma}_{u}^{2 *} \mathbf{\varsigma}_{i}^{\prime} \otimes \mathbf{1}_{T}^{\prime}+\widehat{\sigma}^{2 *} \boldsymbol{\zeta}_{i t}^{\prime}\right)\left[\widehat{\mathbf{V}}\left(\widehat{\boldsymbol{\psi}}^{*}\right)\right]^{-1}\left(\mathbf{y}-\mathbf{X} \widehat{\boldsymbol{\beta}}^{*}\right), \\
g_{1 i t}^{*}=g_{1 i t}^{*}\left(\mathbf{y} ; \widehat{\boldsymbol{\beta}}^{*} ; \widehat{\boldsymbol{\psi}}^{*}\right)= & \widehat{\sigma}_{u}^{2 *} \varsigma_{i i}+\frac{\widehat{\sigma}^{2 *}}{1-\rho^{2}} \\
& -\left(\widehat{\sigma}_{u}^{2 *} \mathbf{S}_{i} \otimes \mathbf{1}_{T}+\widehat{\sigma}^{2 *} \boldsymbol{\zeta}_{i t}\right)^{\prime}\left(\widehat{\mathbf{V}}^{*}\right)^{-1}\left(\widehat{\sigma}_{u}^{2 *} \boldsymbol{\varsigma}_{i} \otimes \mathbf{1}_{T}+\widehat{\sigma}^{2 *} \boldsymbol{\zeta}_{i t}\right), \\
g_{2 i t}^{*}=g_{2 i t}^{*}\left(\mathbf{y} ; \widehat{\boldsymbol{\beta}}^{*} ; \widehat{\boldsymbol{\psi}}^{*}\right)= & {\left[\mathbf{x}_{i t}-\mathbf{X}^{\prime}\left(\widehat{\mathbf{V}}^{*}\right)^{-1}\left(\widehat{\sigma}_{u}^{2 *} \boldsymbol{\varsigma}_{i} \otimes \mathbf{1}_{T}+\widehat{\sigma}^{2 *} \boldsymbol{\zeta}_{i t}\right)\right]^{\prime} } \\
& \times\left[\mathbf{X}^{\prime}\left(\widehat{\mathbf{V}}^{*}\right)^{-1} \mathbf{X}\right]^{-1}\left[\mathbf{x}_{i t}-\mathbf{X}^{\prime}\left(\widehat{\mathbf{V}}^{*}\right)^{-1}\left(\widehat{\sigma}_{u}^{2 *} \boldsymbol{s}_{i} \otimes \mathbf{1}_{T}+\widehat{\sigma}^{2 *} \boldsymbol{\zeta}_{i t}\right)\right] .
\end{aligned}
$$

9. Repeat steps $3-8 B$ times. Let $\widehat{\sigma}^{2 *(b)}$ and $\widehat{\sigma}_{u}^{2 *(b)}$ be the bootstrap estimates of variance components, $\widehat{\boldsymbol{\psi}}^{*(b)}=\left(\widehat{\sigma}^{2 *(b)}, \widehat{\sigma}_{u}^{2 *(b)}\right)^{\prime}$; and $\widehat{\boldsymbol{\beta}}^{*(b)}$, $\widehat{\theta}_{i t}^{*(b)}, g_{1 i t}^{*(b)}$ and $g_{2 i t}^{*(b)}$ the bootstrap estimates of $\boldsymbol{\beta}, \theta_{i t}, g_{1 i t}$ and $g_{2 i t}$, respectively, all of them obtained in the $b^{\text {th }}$ bootstrap replication, $b=1, \ldots, B$.
10. Calculate a bootstrap estimate of $g_{3 i t}$ using the following Monte Carlo approximation:

$$
g_{3 i t}^{*}=B^{-1} \sum_{b=1}^{B}\left(\widehat{\theta}_{i t}^{*(b)}-\widehat{\theta}_{i t}\right)^{2}
$$

Since it is known that the quantity $g_{1 i t}(\widehat{\boldsymbol{\psi}})+g_{2 i t}(\widehat{\boldsymbol{\psi}})$ is a biased estimator of $g_{1 i t}(\boldsymbol{\psi})+g_{2 i t}(\boldsymbol{\psi})($ Prasad \& Rao, 1990), thus following the lines of Butar \& Lahiri (2003), a bias corrected bootstrap estimator of MSPE of the two-stage estimator can be defined as:

$$
\begin{equation*}
m s p e^{B}\left[\widehat{\theta}_{i t}(\widehat{\boldsymbol{\psi}})\right]=2\left[g_{1 i t}(\widehat{\boldsymbol{\psi}})+g_{2 i t}(\widehat{\boldsymbol{\psi}})\right]-B^{-1} \sum_{b=1}^{B}\left[g_{1 i t}^{*(b)}+g_{2 i t}^{*(b)}\right]+g_{3 i t}^{*} \tag{3.16}
\end{equation*}
$$

## 4. A MONTE CARLO SIMULATION STUDY

In order to assess the merits of our spatio-temporal estimator, in this section we present a simulation study designed for comparing the efficiency of the proposed EBLUP estimator (ST) against other well-known EBLUP estimators, such as the Fay-Herriot (FH), the Salvati (NS) and the Rao-Yu (RY) estimators. The first is one of the paradigms in small area estimation exploring neither spatial nor chronological similarities; the Salvati estimator is a well-known small-area estimator that explores spatial similarities in data; and the last one is a reference for small area estimation with chronological correlation. This simulation study also aims to study the accuracy of the proposed estimators of MSPE of the EBLUP.

In the simulated experiments we assume that the proposed EBLUP estimator performs better than the others when the spatio-temporal model provides a good fit. Thus we have decided to generate an artificial population of $\mathbf{y}$-values using model (2.5). We have considered model (2.5) with $p=2$, that is, a constant and one explanatory variable, $\mathbf{x}_{i t}=\left(1, x_{i t}\right)^{\prime}$. The $m T$ values of $x_{i t}$ were generated from a uniform distribution in the interval $[0,1]$. The true model coefficients were $\boldsymbol{\beta}=(1,2)^{\prime}$, the random area specific effects variance were $\sigma_{u}^{2} \in\{0.5 ; 1.0\}$, the random area-by-time specific effects variance were $\sigma^{2} \in\{0.25 ; 0.50 ; 1.00\}$, the temporal autoregressive coefficients were $\rho \in\{0.2 ; 0.4 ; 0.8\}$ and the spatial autoregressive coefficients were $\phi \in\{0.25 ; 0.50 ; 0.75\}$. The row standardized $\mathbf{W}$ matrix was kept fixed in all simulations and it corresponded to contiguous NUTSIII in
one European country (NUTSIII is a geocode standard for referencing the subdivisions of European countries for statistical purposes). We have selected $T=7$ and $m=28$ divided into four uniform groups. Further, we have considered three different $\sigma_{i t}^{2}$ patterns (see Table 1). Note that sampling variances are more dispersed in pattern $(C)$ than in pattern $(A)$.

Table 1: Values of the sampling variances for the simulation study.

| $\boldsymbol{i}$ | $\mathbf{1 - 7}$ | $\mathbf{8 - 1 4}$ | $\mathbf{1 5}-\mathbf{2 1}$ | $\mathbf{2 2 - 2 8}$ |
| :---: | :---: | :---: | :---: | :---: |
| Pattern $(A)$ | 1.0 | 1.0 | 1.0 | 1.0 |
| Pattern $(B)$ | 0.6 | 0.8 | 1.1 | 1.5 |
| Pattern $(C)$ | 0.3 | 0.6 | 1.0 | 2.0 |

In addition, we have assumed known $\rho$ and $\phi$, although the bootstrap method can also accommodate the situation of unknown coefficients. The random effects and errors were generated independently from a Normal distribution with zero mean. Finally, the vector of $m T$ values of the interest variable, y, was generated from the cross-sectional and time-series stationary small area model (2.5).

### 4.1. The efficiency of the EBLUP

The simulation study designed for comparing the efficiency of the proposed EBLUP estimator over other well-known EBLUP estimators has followed the algorithm described below:

1. Generate $L=1,000$ samples of initial data, $\mathbf{y}^{(l)}=\left(y_{11}^{(l)}, \ldots, y_{i t}^{(l)}, \ldots, y_{m T}^{(l)}\right)$, as described above, $l=1, \ldots, L$.
2. Fit the Fay-Herriot (FH), the Salvati (NS) and the Rao-Yu (RY) models, as well as the spatio-temporal (ST) model, to the initial data, $\mathbf{y}^{(l)}$, using method of moments estimates of those variance components, for each $l=1, \ldots, L$.
3. Compute the EBLUP estimates under each of those models, $\widehat{\theta}_{i t}^{a}, a \in$ $\{F H, N S, R Y, S T\}$.
4. Calculate the Monte Carlo approximation of the relative efficiency (RE) of the proposed EBLUP over the other three EBLUP estimators as follows: $R E_{i t}=\frac{\operatorname{MSE}\left(\widehat{\theta}_{i t}^{a}\right)}{\operatorname{MSE}\left(\widehat{\theta}_{i t}^{S T}\right)} \times 100$, where $\operatorname{MSE}\left(\widehat{\theta}_{i t}^{a}\right)=L^{-1} \sum_{l=1}^{L}\left(\widehat{\theta}_{i t}^{a(l)}-y_{i t}^{a(l)}\right)^{2}$ is the empirical MSE of each EBLUP, $a \in\{\mathrm{FH}, \mathrm{NS}, \mathrm{RY}, \mathrm{ST}\}$. That measure of efficiency is calculated at area-by-time level. To summarize results, we have computed an average global measure over the $m T$ small areas: $A R E=\frac{1}{m T} \sum_{i=1}^{m} \sum_{t=1}^{T} R E_{i t}$.

These results are shown in Tables 2 to 4 for the sampling variance patterns $(A),(B)$ and $(C)$, respectively.

Table 2: Average relative efficiency of the proposed EBLUP over other EBLUP estimators - $\sigma_{i t}^{2}$ pattern $(A)$.

| $\sigma^{2}$ | $\sigma_{u}^{2}$ | $\phi=0.25$ |  |  | $\phi=0.50$ |  |  | $\phi=0.75$ |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | $\rho=0.2$ | $\rho=0.4$ | $\rho=0.8$ | $\rho=0.2$ | $\rho=0.4$ | $\rho=0.8$ | $\rho=0.2$ | $\rho=0.4$ | $\rho=0.8$ |
| FH estimator |  |  |  |  |  |  |  |  |  |  |
| 0.25 | 0.50 | 130 | 133 | 151 | 136 | 138 | 156 | 156 | 159 | 177 |
|  | 1.00 | 161 | 165 | 185 | 172 | 176 | 196 | 213 | 217 | 237 |
| 0.50 | 0.50 | 126 | 132 | 168 | 130 | 136 | 173 | 149 | 155 | 192 |
|  | 1.00 | 153 | 160 | 199 | 162 | 169 | 209 | 197 | 205 | 246 |
| 1.00 | 0.50 | 120 | 129 | 186 | 124 | 133 | 190 | 138 | 147 | 206 |
|  | 1.00 | 140 | 151 | 211 | 148 | 158 | 219 | 175 | 186 | 249 |
| NS estimator |  |  |  |  |  |  |  |  |  |  |
| 0.25 | 0.5 | 130 | 133 | 150 | 135 | 138 | 156 | 153 | 156 | 176 |
|  | 1.0 | 161 | 165 | 185 | 171 | 175 | 195 | 209 | 213 | 235 |
| 0.50 | 0.5 | 126 | 132 | 168 | 130 | 136 | 172 | 146 | 152 | 191 |
|  | 1.0 | 153 | 160 | 199 | 161 | 169 | 209 | 194 | 202 | 245 |
| 1.00 | 0.5 | 120 | 129 | 186 | 123 | 132 | 190 | 135 | 145 | 206 |
|  | 1.0 | 140 | 150 | 211 | 147 | 157 | 219 | 172 | 183 | 249 |
| RY estimator |  |  |  |  |  |  |  |  |  |  |
| 0.25 | 0.5 | 101 | 101 | 101 | 105 | 105 | 104 | 122 | 121 | 119 |
|  | 1.0 | 102 | 102 | 102 | 109 | 109 | 108 | 136 | 135 | 132 |
| 0.50 | 0.5 | 101 | 101 | 101 | 105 | 104 | 104 | 119 | 118 | 117 |
|  | 1.0 | 102 | 102 | 102 | 108 | 108 | 108 | 132 | 131 | 129 |
| 1.00 | 0.5 | 101 | 101 | 101 | 104 | 104 | 105 | 116 | 116 | 117 |
|  | 1.0 | 101 | 101 | 102 | 107 | 107 | 108 | 128 | 128 | 127 |

To begin with, it is interesting to note from Tables 2 to 4 that there is not much difference in efficiency among the three sampling variance patterns, which agrees with the results obtained by Pratesi \& Salvati (2009) under a model with spatially correlated random effects. In addition, it should be emphasized that the gain in efficiency of the proposed EBLUP over other estimators slightly increases with the dispersion of the sampling variances. Note that the efficiency of the proposed estimator over the Fay-Herriot and the Salvati estimators increases mainly for higher values of the temporal autocorrelation coefficient, while the efficiency of that estimator over the Rao-Yu estimator tends to increase for higher values of the spatial and temporal autocorrelation coefficients.

Comparing the ARE, among the three sampling variance patterns (see Tables 2 to 4 ), we observe that substantial gains in efficiency are achieved when it is used the proposed EBLUP over other EBLUP estimators, especially over the

Table 3: Average relative efficiency of the proposed EBLUP over other EBLUP estimators - $\sigma_{i t}^{2}$ pattern $(B)$.

| $\sigma^{2}$ | $\sigma_{u}^{2}$ | $\phi=0.25$ |  |  | $\phi=0.50$ |  |  | $\phi=0.75$ |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | $\rho=0.2$ | $\rho=0.4$ | $\rho=0.8$ | $\rho=0.2$ | $\rho=0.4$ | $\rho=0.8$ | $\rho=0.2$ | $\rho=0.4$ | $\rho=0.8$ |
| FH estimator |  |  |  |  |  |  |  |  |  |  |
| 0.25 | 0.5 | 130 | 133 | 151 | 135 | 138 | 157 | 157 | 161 | 180 |
|  | 1.0 | 163 | 167 | 189 | 175 | 179 | 201 | 219 | 224 | 247 |
| 0.50 | 0.5 | 124 | 131 | 171 | 130 | 136 | 177 | 149 | 156 | 199 |
|  | 1.0 | 154 | 162 | 206 | 164 | 172 | 217 | 201 | 210 | 258 |
| 1.00 | 0.5 | 119 | 129 | 191 | 123 | 132 | 195 | 137 | 147 | 211 |
|  | 1.0 | 140 | 151 | 217 | 148 | 159 | 226 | 176 | 188 | 258 |
| NS estimator |  |  |  |  |  |  |  |  |  |  |
| 0.25 | 0.5 | 129 | 133 | 151 | 134 | 138 | 157 | 154 | 158 | 179 |
|  | 1.0 | 163 | 167 | 189 | 174 | 178 | 201 | 216 | 221 | 245 |
| 0.50 | 0.5 | 124 | 131 | 171 | 129 | 136 | 177 | 146 | 154 | 198 |
|  | 1.0 | 153 | 161 | 206 | 163 | 171 | 217 | 198 | 207 | 257 |
| 1.00 | 0.5 | 119 | 128 | 191 | 122 | 132 | 195 | 135 | 146 | 211 |
|  | 1.0 | 140 | 151 | 217 | 147 | 158 | 226 | 173 | 186 | 257 |
| RY estimator |  |  |  |  |  |  |  |  |  |  |
| 0.25 | 0.5 | 101 | 101 | 101 | 106 | 106 | 105 | 124 | 124 | 121 |
|  | 1.0 | 102 | 102 | 102 | 111 | 110 | 110 | 140 | 139 | 136 |
| 0.50 | 0.5 | 101 | 101 | 101 | 106 | 106 | 105 | 122 | 121 | 119 |
|  | 1.0 | 102 | 102 | 102 | 110 | 109 | 109 | 135 | 135 | 132 |
| 1.00 | 0.5 | 101 | 101 | 101 | 105 | 105 | 106 | 118 | 118 | 118 |
|  | 1.0 | 102 | 102 | 102 | 108 | 108 | 109 | 130 | 130 | 129 |

Fay-Herriot estimator and over the Salvati estimator. On average the gains in efficiency over these estimators are about $69 \%$ for pattern ( $A$ ), $71 \%$ for pattern $(B)$ and $78 \%$ for pattern $(C)$. There are also some gains in efficiency of the proposed EBLUP over the Rao-Yu estimator, although they are smaller than the ones observed against the other two estimators (overall average gain in efficiency is equal to $11 \%, 12 \%$ and $13 \%$, respectively, for patterns $(A),(B)$ and ( $C$ ). Note that the ARE values of the proposed EBLUP over the Rao-Yu estimator are negligible for $\phi=0.25$ and $\phi=0.50$. However, for $\phi=0.75$ the proposed EBLUP performs clearly better than the Rao- Yu estimator in terms of efficiency. Let us also observe from Tables 2 to 4 that gains in efficiency tend to increase with $\sigma_{u}^{2}, \rho$ and $\phi$, i.e., the higher values of these three parameters the stronger gains in efficiency of the proposed estimator over the others. Nevertheless, there is a slight decrease on ARE values with the increase of $\sigma^{2}$. It is also worth noting that the proposed EBLUP shows significant gains in efficiency over the NS estimator even for small $\rho$ and that these gains increase with the increase of $\phi$. This means that the introduction of the chronological autocorrelation in small area estimation models has a better effect in the efficiency of the estimators than the

Table 4: Average relative efficiency of the proposed EBLUP over other EBLUP estimators - $\sigma_{i t}^{2}$ pattern $(C)$.

| $\sigma^{2}$ | $\sigma_{u}^{2}$ | $\phi=0.25$ |  |  | $\phi=0.50$ |  |  | $\phi=0.75$ |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | $\rho=0.2$ | $\rho=0.4$ | $\rho=0.8$ | $\rho=0.2$ | $\rho=0.4$ | $\rho=0.8$ | $\rho=0.2$ | $\rho=0.4$ | $\rho=0.8$ |
| FH estimator |  |  |  |  |  |  |  |  |  |  |
| 0.25 | 0.5 | 123 | 127 | 152 | 129 | 134 | 160 | 156 | 161 | 191 |
|  | 1.0 | 165 | 172 | 204 | 181 | 188 | 222 | 238 | 247 | 285 |
| 0.50 | 0.5 | 118 | 127 | 183 | 124 | 134 | 191 | 147 | 158 | 220 |
|  | 1.0 | 154 | 166 | 230 | 166 | 179 | 246 | 211 | 227 | 302 |
| 1.00 | 0.5 | 113 | 125 | 203 | 118 | 130 | 209 | 134 | 147 | 229 |
|  | 1.0 | 138 | 151 | 236 | 146 | 161 | 247 | 177 | 194 | 286 |
| NS estimator |  |  |  |  |  |  |  |  |  |  |
| 0.25 | 0.5 | 123 | 127 | 152 | 129 | 133 | 160 | 153 | 159 | 190 |
|  | 1.0 | 165 | 172 | 204 | 180 | 187 | 221 | 235 | 244 | 283 |
| 0.50 | 0.5 | 117 | 127 | 183 | 123 | 133 | 191 | 144 | 156 | 219 |
|  | 1.0 | 154 | 166 | 230 | 165 | 179 | 246 | 208 | 224 | 301 |
| 1.00 | 0.5 | 113 | 125 | 203 | 117 | 129 | 209 | 131 | 145 | 229 |
|  | 1.0 | 138 | 151 | 236 | 146 | 160 | 247 | 174 | 191 | 286 |
| RY estimator |  |  |  |  |  |  |  |  |  |  |
| 0.25 | 0.5 | 98 | 98 | 98 | 105 | 105 | 104 | 129 | 129 | 127 |
|  | 1.0 | 100 | 100 | 100 | 111 | 111 | 111 | 150 | 149 | 145 |
| 0.50 | 0.5 | 99 | 98 | 99 | 105 | 105 | 105 | 127 | 127 | 123 |
|  | 1.0 | 100 | 100 | 100 | 110 | 110 | 110 | 144 | 143 | 138 |
| 1.00 | 0.5 | 99 | 99 | 100 | 105 | 105 | 106 | 123 | 122 | 121 |
|  | 1.0 | 100 | 100 | 101 | 109 | 109 | 109 | 135 | 135 | 132 |

introduction of the spatial correlation. All these results confirm the superiority of the proposed spatio-temporal model in comparison to other well-known small area models when data exhibits both spatial and chronological correlations with the considered structure. Finally, it is important to note that our findings are consistent with the simulation results obtained by Singh et al. (2005) when it is assumed $\phi=0.75$ and $\rho=0.50$. Therefore, the spatial dependence and the temporal autocorrelation should be exploited to strengthen the small area estimates, no matter it is assumed or not an interaction between the autoregressive coefficients.

### 4.2. The accuracy of the MSPE of the EBLUP

The simulation study designed for studying the accuracy of the proposed estimators of the MSPE of the EBLUP has followed the algorithm described below:

1. Generate $L=1,000$ samples of initial data, $\mathbf{y}^{(l)}=\left(y_{11}^{(l)}, \ldots, y_{i t}^{(l)}, \ldots, y_{m T}^{(l)}\right)$, as described above, $l=1, \ldots, L$.
2. From the initial data, $\mathbf{y}^{(l)}$, calculate estimates of the variance components, $\sigma^{2(l)}$ and $\sigma_{u}^{2(l)}$, using the method of moments, and then fit model (2.5) in order to estimate the fixed effects $\widehat{\boldsymbol{\beta}}^{(l)}=\widehat{\boldsymbol{\beta}}\left(\mathbf{y}^{(l)} ; \widehat{\boldsymbol{\psi}}^{(l)}\right)$, where $\widehat{\boldsymbol{\psi}}^{(l)}=\left(\widehat{\sigma}^{2(l)}, \widehat{\sigma}_{u}^{2(l)}, \rho, \phi\right)^{\prime}$, for each $l=1, \ldots, L$.
3. Compute the EBLUP estimates, $\hat{\theta}_{i t}^{(l)}\left(\widehat{\boldsymbol{\psi}}^{(l)}\right)$ and their analytic MSPE estimates $(\mathrm{A}-\mathrm{MSPE}), m s p e^{A(l)}\left(\widehat{\theta}_{i t}^{(l)}\right)$, for each $l=1, \ldots, L$.
4. Generate $B$ bootstrap data sets as described in Section 3.2 from estimates $\sigma^{2(l)}$ and $\sigma_{u}^{2(l)}$, and then compute the bootstrap MSPE estimates: $m s p e^{B(l)}\left(\widehat{\theta}_{i t}^{(l)}\right)(\mathrm{B}-\mathrm{MSPE})$, for each $l=1, \ldots, L$.
5. Compute the empirical values of MSPE for each $i^{\text {th }}$ small-area at $t^{\text {th }}$ time point, $M S P E_{i t}$, which are the benchmark values, with $R=5,000$ independent data sets in order to ensure high precision.
6. Calculate the Monte Carlo approximations of each MSPE estimative of the EBLUP ( mspe), their relative bias (RB) and relative MSE (RMSE) as follows: $m s p e_{i t}^{b}=L^{-1} \sum_{l=1}^{L} m s p e_{i t}^{b(l)}, R B_{i t}=L^{-1} \sum_{l=1}^{L} \frac{m s p e_{i t}^{b(l)}-M S P E_{i t}}{M S P E_{i t}} \times 100$ and $R M S E_{i t}=L^{-1} \sum_{l=1}^{L} \frac{\left(m s p e_{i t}^{b(l)}-M S P E_{i t}\right)^{2}}{M S P E_{i t}} \times 100$, where $b \in\{A, B\}$ denotes the different MSPE estimators. These measures are calculated at area-by-time level. To summarize results, we have produced three global measures over the $m T$ small areas: the percentage of areas where the relative bias is negative (RBN), the average of absolute relative bias (AARB), $A A R B=\frac{1}{m T} \sum_{i=1}^{m} \sum_{t=1}^{T}\left|R B_{i t}\right|$ and the average relative MSE (ARMSE), ARMSE $=\frac{1}{m T} \sum_{i=1}^{m} \sum_{t=1}^{T} R M S E_{i t}$.

Tables 5 to 7 report the percent RBN, percent AARB and percent ARMSE of the analytical and the bootstrap MSPE estimators of the EBLUP, for $\rho=0.2$, $\rho=0.4$ and $\rho=0.8$, respectively. The variance components patterns have a significant effect on the performance of both MSPE estimators, unlike the spatial autoregressive coefficient. For that reason, we have decided to report results only for $\phi=0.25$ and $\phi=0.50$. Note that Molina et al. (2009) showed, under a model with spatially correlated random effects, that the level of spatial dependence does not significantly affect the performance of the analytical and parametric bootstrap MSPE estimators.

The results in Table 5 suggest that the bootstrap MSPE estimator can compete with the analytical MSPE estimator in terms of bias and accuracy when $\rho=0.2$. From Table 5 we can see that the analytical estimator presents smaller percent AARB and ARMSE (although of the same order of magnitude) than the resampling-based estimator when $\sigma^{2}=0.25$ and $\sigma^{2}=1.00$. On the other hand, the results for those measures reveal that the bootstrap estimator is somewhat
better than the analytical estimator when $\sigma^{2}=0.50$. In Table 5 we can also see that both MSPE estimators tend to underestimate the true MSPE of the EBLUP for the majority of small areas, but this underestimation decreases as long as the variance, $\sigma^{2}$, increases. Furthermore, note that the analytical estimator has slight more negative bias than the other estimator.

Table 5: RBN, ARB and ARMSE of MSPE estimators, $\rho=0.2$.

| $\sigma^{2}$ | $\sigma_{u}^{2}$ | A-MSPE | B-MSPE | A-MSPE | B-MSPE |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | $\phi=0.25$ |  | $\phi=0.50$ |  |
| RBN (\%) |  |  |  |  |  |
| 0.25 | 0.5 | 100.000 | 100.000 | 100.000 | 100.000 |
|  | 1.0 | 100.000 | 100.000 | 100.000 | 100.000 |
| 0.50 | 0.5 | 99.908 | 99.867 | 99.908 | 99.878 |
|  | 1.0 | 99.755 | 99.571 | 99.755 | 99.582 |
| 1.00 | 0.5 | 13.520 | 12.133 | 13.959 | 12.480 |
|  | 1.0 | 9.153 | 8.051 | 9.296 | 8.245 |
| AARB (\%) |  |  |  |  |  |
| 0.25 | 0.5 | 58.674 | 59.872 | 58.753 | 59.995 |
|  | 1.0 | 57.213 | 58.409 | 56.528 | 57.788 |
| 0.50 | 0.5 | 34.770 | 34.063 | 34.856 | 34.169 |
|  | 1.0 | 31.991 | 31.246 | 32.121 | 31.421 |
| 1.00 | 0.5 | 17.287 | 18.090 | 17.294 | 18.124 |
|  | 1.0 | 20.449 | 21.504 | 20.303 | 21.313 |
| ARMSE (\%) |  |  |  |  |  |
| 0.25 | 0.5 | 26.138 | 27.592 | 26.261 | 27.757 |
|  | 1.0 | 24.899 | 26.317 | 23.984 | 25.434 |
| 0.50 | 0.5 | 8.637 | 8.501 | 8.696 | 8.568 |
|  | 1.0 | 7.374 | 7.250 | 7.442 | 7.332 |
| 1.00 | 0.5 | 1.925 | 2.087 | 1.933 | 2.103 |
|  | 1.0 | 2.537 | 2.775 | 2.516 | 2.741 |

Table 6 shows that the analytical MSPE estimator is slightly better than the bootstrap MSPE estimator when $\rho=0.4$. In fact, the results reported in this table indicate again that there is not much difference on bias and accuracy between these MSPE estimators. Although the analytical estimator is always the best in terms on precision (it has the lowest percent ARMSE), the bootstrap estimator is somewhat better than the analytic estimator in terms of bias (according to AARB measure) when $\sigma^{2}=0.50$. The systematic underestimation of the true MSPE of the EBLUP is also revealed by Table 6 .

The results reported in Table 7 suggest that the analytical MSPE estimator is the winner when $\rho=0.8$. From this table we can see that gains on bias and accuracy are reached when it is used the analytical estimator instead of the

Table 6: RBN, ARB and ARMSE of MSPE estimators, $\rho=0.4$.

| $\sigma^{2}$ | $\sigma_{u}^{2}$ | A-MSPE | B-MSPE | A-MSPE | B-MSPE |  |  |
| :---: | ---: | ---: | ---: | ---: | ---: | :---: | :---: |
|  |  | $\phi=0.25$ | $\phi=0.50$ |  |  |  |  |
|  |  |  |
| 0.25 |  | 100.000 | 100.000 | 100.000 | 100.000 |  |  |
|  |  | 100.000 | 100.000 | 100.000 | 100.000 |  |  |
|  |  | 0.5 | 99.755 | 99.592 | 99.786 | 99.561 |  |  |
|  | 1.0 | 99.429 | 99.010 | 99.408 | 99.051 |  |  |
|  | 0.5 | 26.316 | 22.939 | 26.347 | 22.908 |  |  |
|  | 1.0 | 21.173 | 17.602 | 21.531 | 17.898 |  |  |
|  | AARB (\%) |  |  |  |  |  |  |  |
|  | 0.5 | 58.363 | 60.733 | 58.417 | 60.808 |  |  |
| 0.25 | 1.0 | 56.305 | 58.634 | 56.385 | 58.757 |  |  |
|  | 0.5 | 36.561 | 36.026 | 36.595 | 36.037 |  |  |
| 0.50 | 1.0 | 34.199 | 33.548 | 34.293 | 33.679 |  |  |
|  | 0.5 | 15.019 | 15.818 | 15.107 | 15.959 |  |  |
|  | 1.0 | 16.875 | 18.092 | 16.853 | 18.052 |  |  |
| ARMSE (\%) |  |  |  |  |  |  |  |
| 0.25 | 0.5 | 26.036 | 28.725 | 26.128 | 28.852 |  |  |
|  | 1.0 | 23.948 | 26.509 | 24.058 | 26.661 |  |  |
| 0.50 | 0.5 | 9.741 | 9.829 | 9.779 | 9.864 |  |  |
|  | 1.0 | 8.592 | 8.658 | 8.649 | 8.727 |  |  |
| 1.00 | 0.5 | 1.645 | 1.812 | 1.665 | 1.846 |  |  |
|  | 1.0 | 2.025 | 2.294 | 2.024 | 2.288 |  |  |

bootstrap estimator in measuring the uncertainty of the EBLUP, especially when $\sigma^{2}=0.25$. Furthermore, it should be noted that the underestimation of the true MSPE of the EBLUP is more pronounced when $\sigma^{2}=1.00$.

Comparing the results reported in Tables 5 to 7 , among different levels of spatial and temporal autocorrelation, we can observe that both estimators show similar bias and accuracy in most cases, since they are very close on AARB and ARMSE measures. We can also observe for both estimators that: $(i)$ the spatial autoregressive coefficient does not have a significant impact on the performance of the MSPE estimators; ( $i i$ ) the performance of both MSPE estimators, in what concerns the AARB and the ARMSE, tends to improve for higher values of the variance components (mainly $\sigma^{2}$ ); (iii) the number of estimates with positive bias tends to increase for higher values of the variance components; $(i v)$ the analytical estimator shows consistently negative bias in more small areas than the bootstrap estimator; and $(v)$ the gain of accuracy of the analytical estimator over the bootstrap one tends to increase with the strength of chronological autocorrelation. Finally, our results reported in Tables 5 to 7 suggest that both MSPE estimators perform well, especially for higher values of the variance components

Table 7: RBN, ARB and ARMSE of MSPE estimators, $\rho=0.8$.

| $\sigma^{2}$ | $\sigma_{u}^{2}$ | A-MSPE | B-MSPE | A-MSPE | B-MSPE |
| :---: | :---: | ---: | ---: | ---: | ---: |
|  |  | $\phi=0.25$ | $\phi=0.50$ |  |  |
| RBN (\%) |  |  |  |  |  |
| 0.25 | 0.5 | 99.990 | 99.898 | 99.980 | 99.878 |
|  | 1.0 | 99.990 | 99.878 | 99.980 | 99.837 |
|  | 0.5 | 96.378 | 94.061 | 96.051 | 93.969 |
|  | 1.0 | 96.163 | 93.469 | 95.990 | 93.184 |
|  | 0.5 | 59.765 | 54.153 | 59.571 | 54.122 |
|  | 1.0 | 59.469 | 53.673 | 59.306 | 53.561 |
| AARB (\%) |  |  |  |  |  |
|  | 0.5 | 50.048 | 60.057 | 49.776 | 60.065 |
| 0.25 | 1.0 | 49.143 | 58.869 | 49.062 | 58.844 |
|  | 0.5 | 36.395 | 38.984 | 36.257 | 38.966 |
| 0.50 | 1.0 | 35.730 | 38.231 | 35.662 | 38.218 |
|  | 0.5 | 21.665 | 21.954 | 21.789 | 21.964 |
| 1.00 | 1.0 | 21.666 | 22.110 | 21.773 | 22.173 |
| ARMSE (\%) |  |  |  |  |  |
| 0.25 | 0.5 | 19.944 | 29.258 | 19.774 | 29.329 |
|  | 1.0 | 19.173 | 28.053 | 19.131 | 28.100 |
|  | 0.5 | 10.696 | 12.913 | 10.636 | 12.927 |
|  | 1.0 | 10.350 | 12.460 | 10.320 | 12.467 |
| 1.00 | 0.5 | 3.502 | 3.883 | 3.555 | 3.889 |
|  | 1.0 | 3.494 | 3.943 | 3.539 | 3.969 |

(for example, for $\sigma^{2}=1.00$ and $\sigma_{u}^{2}=0.5$ or $\sigma_{u}^{2}=1.0$ ) and for lower values of the temporal autoregressive coefficient, and can be in most cases used to adequately access the accuracy of the proposed EBLUP estimator. Analogous findings were reached by Pereira \& Coelho (2010) when comparing the performance of MSPE estimators under a cross-sectional and time-series stationary model.

## 5. CONCLUSIONS

In this work we have studied the problem of "borrowing information" from related small areas and time periods in order to strengthen the estimators of the small area parameters of interest. In particular, we have proposed a spatiotemporal area level LMM involving spatially correlated and temporally autocorrelated random area effects, using both time-series and cross-sectional data. Under this model, we first obtained a partial EBLUP estimator. We then proposed two estimators of the MSPE of that EBLUP.

In the simulation study we have studied the efficiency of the proposed EBLUP estimator over other well-known EBLUP estimators and we have studied the accuracy of the proposed estimators of MSPE. Our empirical results based on simulated data have shown that the proposed EBLUP estimator can lead to remarkable efficiency gains. This is especially true over both the sectional FH and the spatial NS estimators and when the autocorrelation coefficients are high. It should also be noted that our results have shown mild gains in efficiency from the inclusion of a spatial structure into the Rao-Yu cross-sectional and time-series model, i.e. there are gains in efficiency of the proposed EBLUP over the temporal RY estimator.

Under several simulated scenarios for the variance components and autocorrelation coefficients, our empirical results have revealed that both MSPE estimators perform well. Furthermore, our results indicate that the analytical MSPE estimator performs slightly better than the bootstrap one on bias and precision, although its superiority is not uniform. In particular, it is to be noticed that this gain tend to be more conspicuous when chronological correlation is strong.

We believe that the proposed methodology can provide a useful tool for practitioners working with spatially correlated and temporally autocorrelated data in the context of small area estimation problems. Nonetheless, some of the issues mentioned in this paper require further theoretical work and/or more extensive simulation studies. For example, we have assumed known and positive autoregressive coefficients, but in practice these parameters are unknown and could be negative. A further issue relates to on what happens when random area effects do not follow approximately a SAR process or when random area-by-time effects do not follow an $\operatorname{AR}(1)$ process? Our expectation is that whenever spatial and chronological correlations exist, this can be a viable approach due to its simplicity of implementation and the fact of allowing to incorporate all the available information in the estimation process. Nevertheless, additional work is still needed to understand the properties of the partial EBLUP estimator and particularly of its MSPE approximations when spatial or chronological correlation processes significantly departure from the considered ones.
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#### Abstract

: - In many applications of lifetime data analysis, it is important to perform inferences about the change-point of the hazard function. The change-point could be a maximum for unimodal hazard functions or a minimum for bathtub forms of hazard functions and is usually of great interest in medical or industrial applications. For lifetime distributions where this change-point of the hazard function can be analytically calculated, its maximum likelihood estimator is easily obtained from the invariance properties of the maximum likelihood estimators. From the asymptotical normality of the maximum likelihood estimators, confidence intervals can also be obtained. Considering the exponentiated Weibull distribution for the lifetime data, we have different forms for the hazard function: constant, increasing, unimodal, decreasing or bathtub forms. This model gives great flexibility of fit, but we do not have analytic expressions for the change-point of the hazard function. In this way, we consider the use of Markov Chain Monte Carlo methods to get posterior summaries for the change-point of the hazard function considering the exponentiated Weibull distribution.
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## 1. INTRODUCTION

Hazard function plays an important role in reliability and survival analysis and usually it can increase(decrease) up to a maximum(minimum) and then decrease(increase) after this change-point, also known as turning or critical point, [ 1,12 ]. This is common in medical studies as in heart or kidney transplantation, where the patients have an increasing hazard during an adaptation period and a decreasing hazard after this adaptation period, [4]. In a study of recovery from breast cancer, it has been observed by [18] that the maximum mortality occurs after about three years and then it decreases slowly over a fixed period of time. In other situation, we have a bathtub shape for the hazard function where we have a decreasing hazard down to a minimum and then an increase after this change-point. In reliability, the turning point of a hazard function is useful in assessing the hazard in the useful life phase and this helps to determine and plan appropriate strategies for burn-in, maintenance and repair policies, [1].

Some common lifetime distributions like the exponential or Weibull are not appropriate to model non-monotonic hazard rate. Many existing probability distributions used to analyze lifetime data have unimodal hazard functions: the log-logistic distribution, [2]; the log-normal distribution, [17]; the inverse-Weibull distribution, [16]; the exponentiated Weibull distribution [20, 21] among many others. The exponentiated Weibull distribution is very flexible to be fitted by the data since it has constant, increasing, decreasing, unimodal and bathtub hazard functions. For situations where the hazard function is unimodal (bathtub) shaped, usually, we have interest in the estimation of the lifetime change-point that is, the point at which the hazard function reaches its maximum (minimum). In applications, the exponentiated Weibull distribution gives great flexibility of fit, but we do not have analytic expressions for the change-point of the hazard function.

In this paper, under the Bayesian point of view, we consider the use of Markov Chain Monte Carlo methods to get posterior summaries for the changepoint of the hazard function. The maximum likelihood estimation procedure is also considered. It is important to point out that we do not have analytical expressions for this hazard change-point so we can not obtain classical asymptotic confidence intervals for the hazard change-point. The paper is organized as follows: in Section 2 we introduce some characteristics of the exponentiated Weibull distribution; in Section 3 we introduce the likelihood function in the presence of censored observations; in Section 4 we introduce some illustrative examples and finally, in Section 5 we present some conclusions.

## 2. THE EXPONENTIATED WEIBULL DISTRIBUTION

Let $T$ be a non-negative random variable with an exponentiated Weibull distribution with hazard function given by:

$$
\begin{equation*}
h(t)=\theta \frac{h_{1}(t) S_{1}(t) F_{1}(t)^{\theta-1}}{1-\left[F_{1}(t)\right]^{\theta}} \tag{2.1}
\end{equation*}
$$

where $h_{1}(t), S_{1}(t)$ and $F_{1}(t)$ are, respectively, the hazard function, the survival function and the accumulated distribution function of the Weibull distribution, [19]. For the Weibull distribution with scale parameter $\mu>0$ and shape parameter $\beta>0$, we have:

$$
\begin{equation*}
h_{1}(t)=\frac{\beta}{\mu^{\beta}} t^{\beta-1}, \quad S_{1}(t)=\exp \left[-\left(\frac{t}{\mu}\right)^{\beta}\right] \quad \text { and } \quad F_{1}(t)=1-\exp \left[-\left(\frac{t}{\mu}\right)^{\beta}\right] \tag{2.2}
\end{equation*}
$$

From the standard relations, [19], $S(t)=\exp \left[-\int_{0}^{t} h(u) d u\right]$ and $f(t)=$ $-\frac{d}{d t} S(t)$ and using the hazard function given in (2.1), we have the survival and density functions written as:

$$
\begin{equation*}
S(t)=1-\left[F_{1}(t)\right]^{\theta} \quad \text { and } \quad f(t)=\theta h_{1}(t) S_{1}(t) F_{1}(t)^{\theta-1} \tag{2.3}
\end{equation*}
$$

respectively.
Explicitly we have that:

$$
\begin{equation*}
S(t)=1-\left\{1-\exp \left[-\left(\frac{t}{\mu}\right)^{\beta}\right]\right\}^{\theta} \tag{2.4}
\end{equation*}
$$

and

$$
\begin{equation*}
f(t)=\theta \frac{\beta}{\mu^{\beta}} t^{\beta-1} \exp \left[-\left(\frac{t}{\mu}\right)^{\beta}\right]\left\{1-\exp \left[-\left(\frac{t}{\mu}\right)^{\beta}\right]\right\}^{\theta-1} \tag{2.5}
\end{equation*}
$$

where $\mu>0$ is the scale parameter and $\theta>0$ and $\beta>0$ are the shape parameters. For $\theta=1$ in (2.4) and (2.5) we have the survival and density function for the two parameter Weibull distribution. While, taking $\beta=1$ we have the exponentiated exponential distribution, introduced by [11].

The great advantage of the exponentiated Weibull distribution in comparison to Weibull distribution is related to the behavior of the hazard function which depends on the values of $\theta$ and $\beta$. In Figure 1, we have the different shapes of the hazard function given by (2.1).

| $\beta$ | $\theta$ | Hazard |
| :---: | :---: | :---: |
| $=1$ | $=1$ | Constant (I) |
| $>1$ | $>1$ | Increasing (II) |
| $<1$ | $>1$ | Unimodal (III) |
| $<1$ | $<1$ | Decreasing (IV) |
| $>1$ | $<1$ | Bathtub (V) |



Figure 1: The exponentiated Weibull hazard function behavior.

## 3. HAZARD CHANGE POINT ESTIMATION - CLASSICAL APPROACH

Let us assume that $\left(t_{1}, \delta_{1}\right), \ldots,\left(t_{n}, \delta_{n}\right)$ is a random sample of size $n$ of lifetimes generated by an exponentiated Weibull distribution with parameters $\mu, \beta$ and $\theta$ and that $\left(\delta_{i}=1\right)$ if $t_{i}$ is completely observed or $\left(\delta_{i}=0\right)$ if $t_{i}$ is a right censored observation $(i=1, \ldots, n)$. Assuming a non-informative censoring mechanism, [19], the likelihood and log-likelihood functions are given, respectively, by:

$$
\begin{equation*}
L(\mu, \beta, \theta \mid \mathbf{t}, \boldsymbol{\delta})=\prod_{i=1}^{n}\left(\theta \frac{h_{1}\left(t_{i}\right) S_{1}\left(t_{i}\right) F_{1}\left(t_{i}\right)^{\theta-1}}{1-F_{1}\left(t_{i}\right)^{\theta}}\right)^{\delta_{i}}\left(1-F_{1}\left(t_{i}\right)^{\theta}\right) \tag{3.1}
\end{equation*}
$$

and:

$$
\begin{align*}
l(\mu, \beta, \theta \mid \mathbf{t}, \boldsymbol{\delta})= & R \log \theta+\sum_{i=1}^{n} \delta_{i} \log \left[f_{1}\left(t_{i}\right)\right]+(\theta-1) \sum_{i=1}^{n} \delta_{i} \log \left[F_{1}\left(t_{i}\right)\right] \\
& +\sum_{i=1}^{n}\left(1-\delta_{i}\right) \log \left[1-F_{1}\left(t_{i}\right)^{\theta}\right] \tag{3.2}
\end{align*}
$$

where $R=\sum_{i=1}^{n} \delta_{i}, h_{1}\left(t_{i}\right), S_{1}\left(t_{i}\right)$ and $F_{1}\left(t_{i}\right)$ are defined in (2.2) and $f_{1}\left(t_{i}\right)=$ $h_{1}\left(t_{i}\right) S_{1}\left(t_{i}\right)$.

Given a vector of observed lifetimes $\left(t_{1}, t_{2}, \ldots, t_{n}\right)$ and defining $l=$ $l(\mu, \beta, \theta \mid \mathbf{t}, \boldsymbol{\delta})$, the maximum likelihood estimates for $\mu, \beta$ and $\theta$, denoted by $\hat{\mu}, \hat{\beta}$ and $\hat{\theta}$, are obtained solving, for example by Newton-Raphson, the following
likelihood equations:

$$
\begin{aligned}
\frac{\partial}{\partial \mu} l= & -\beta R+\sum_{i=1}^{n} \delta_{i} t_{i} h_{1}\left(t_{i}\right)-(\theta-1) \sum_{i=1}^{n} \delta_{i} t_{i} \frac{f_{1}\left(t_{i}\right)}{F_{1}\left(t_{i}\right)}+\sum_{i=1}^{n}\left(1-\delta_{i}\right) t_{i} h\left(t_{i}\right)=0 \\
\frac{\partial}{\partial \beta} l= & \sum_{i=1}^{n}\left(1-\delta_{i}\right) t_{i} h\left(t_{i}\right) \log \left(\frac{t_{i}}{\mu}\right)+(\theta-1) \sum_{i=1}^{n} \delta_{i} t_{i} \frac{f_{1}\left(t_{i}\right)}{F_{1}\left(t_{i}\right)} \log \left(\frac{t_{i}}{\mu}\right) \\
& -\sum_{i=1}^{n} t_{i} \delta_{i} h_{1}\left(t_{i}\right) \log \left(\frac{t_{i}}{\mu}\right)+R[(1-\beta) \log (\mu)]+\beta \sum_{i=1}^{n} \delta_{i} \log \left(t_{i}\right)=0 \\
\frac{\partial}{\partial \theta} l= & R+\theta \sum_{i=1}^{n} \delta_{i} \log F_{1}\left(t_{i}\right)+\theta \sum_{i=1}^{n} \frac{\left(\delta_{i}-1\right)}{S(t)} F_{1}\left(t_{i}\right)^{\theta} \log F_{1}\left(t_{i}\right)=0
\end{aligned}
$$

The $100 \times(1-\alpha) \%$ confidence intervals for $\mu, \beta$ and $\theta$ can be obtained from the usual asymptotic normality of the maximum likelihood estimators with $\operatorname{Var}(\hat{\mu}), \operatorname{Var}(\hat{\beta})$ and $\operatorname{Var}(\hat{\theta})$ estimated from the inverse of the observed Fisher information matrix, that is, the inverse of the matrix of second derivatives of the log-likelihood function locally at $\hat{\mu}, \hat{\beta}$ and $\hat{\theta}$. From the invariance property of maximum likelihood estimators, we can obtain confidence intervals for functions of $\mu, \beta$ and $\theta$. For $\phi=g(\mu, \beta, \theta)$, a differentiable function of $\mu, \beta$ and $\theta$, we have $\hat{\phi}=g(\hat{\mu}, \hat{\beta}, \hat{\theta})$ and the variance of $\hat{\phi}$ is obtained using the delta method, [23].

Although the delta method is applied to estimate $\operatorname{Var}[g(\hat{\mu}, \hat{\beta}, \hat{\theta})]$, in some cases, it does not work, [5]. As a special situation, for $\beta<1$ and $\theta>1$ let us assume that we are interested in getting confidence intervals for the maximum of the exponentiated Weibull hazard function. Taking $\varphi=h(t)$, defined in (2.1), the maximum of the exponentiated Weibull hazard function, $T_{\max }$, is obtained as solution of the equation $\frac{d}{d t} \log (\varphi)=0$ where, from (2.1):

$$
\begin{equation*}
\log (\varphi) \propto(\beta-1) \log (t)-\frac{t}{\beta} h_{1}(t)+(\theta-1) \log \left[F_{1}(t)\right]-\log \left[1-F_{1}(t)^{\theta}\right] \tag{3.3}
\end{equation*}
$$

and:

$$
\begin{equation*}
\frac{d}{d t} \log (\varphi)=\frac{\beta-1}{t}-h_{1}(t)+(\theta-1) \frac{h_{1}(t) S_{1}(t)}{F_{1}(t)}+\theta \frac{h_{1}(t) S_{1}(t) F_{1}(t)^{\theta-1}}{\left[1-F_{1}(t)^{\theta}\right]} \tag{3.4}
\end{equation*}
$$

By the invariance principle of maximum likelihood estimator, the maximum likelihood estimator of the change point is the solution of (3.4) with $\mu, \beta$ and $\theta$ replaced by their maximum likelihood estimates. We observe that (3.4) is non-linear in $t$, so the maximum of the hazard function estimate $\hat{T}_{\text {max }}$, should be obtained using some one dimensional root finding technique like Newton-Raphson. Since $\hat{T}_{\text {max }}$ in not obtained from an analytical expression, it is not possible to estimate
$\operatorname{Var}\left[\hat{T}_{\text {max }}\right]$ using the delta method. This fact shows the difficulty in applying the maximum likelihood methodology when the change point does not have closed form and this fact justify the application of the Bayesian methodology. Standard resampling procedures like the Bootstrap and the Jackknife are other alternatives but they will not be considered in this paper.

## 4. HAZARD CHANGE POINT ESTIMATION - BAYESIAN APPROACH

Under the Bayesian approach, assuming a joint prior distribution for $\boldsymbol{\nu}=$ $(\mu, \beta, \theta)$ in the form $\pi(\boldsymbol{\nu})=\pi(\theta) \pi(\beta) \pi(\theta)$, we get the joint posterior distribution given by:

$$
\begin{equation*}
\pi(\boldsymbol{\nu} \mid \mathbf{t}, \boldsymbol{\delta}) \propto \pi(\boldsymbol{\nu}) \prod_{i=1}^{n}\left(\theta \frac{h_{1}\left(t_{i}\right) S_{1}\left(t_{i}\right) F_{1}\left(t_{i}\right)^{\theta-1}}{1-F_{1}\left(t_{i}\right)^{\theta}}\right)^{\delta_{i}}\left(1-F_{1}\left(t_{i}\right)^{\theta}\right) \tag{4.1}
\end{equation*}
$$

From (4.1) it is clear that is not possible to get explicit forms for the marginal posterior distributions for each parameter. In this way, we should use some approximation method to solve integrals as the Laplace method, [26], or some other numerical method, [22]. When models become too difficult to be analyze analytically, we have to use simulation algorithms, such as the Markov Chain Monte Carlo methods to obtain posterior estimates, [7, 14]. The Markov Chain Monte Carlo methods is a general simulation method for sampling from posterior distributions and computing posterior quantities of interest. To simulate samples of the joint posterior distribution of interest, we need to sample successively from a target distribution. The Gibbs algorithm requires to decompose the joint posterior distribution into full conditional distributions for each parameter in the model and then sample from each one of these conditional distributions

For the exponentiated Weibull distribution, the conditional posterior densities for $\mu, \beta$ and $\theta$ show that standard sampling schemes are not feasible since the conditional distributions are not given in a known form. In this way, an alternative target distribution to the full conditional distributions should be used. The alternative proposal distribution should be a distribution from which it is easy to sample from it; in this way, we use Metropolis-Hastings algorithms, $[3,14]$. Tierney (1994) suggested, when possible, use of the Metropolis-Hastings algorithm within Gibbs sampling to sample from full conditional distributions.

In our applications, to sample from the full conditional distributions for $\mu$, $\beta$ and $\theta$, we have used the Adaptive Rejection Metropolis Sampling algorithm, $A R M S$, introduced by Gilks et al. (1995) also discussed in [10]. This algorithm is a generalization of the method of adaptive rejection sampling of Gilks (1992) which
includes a Metropolis step to accommodate non-log-concavity in the density that will be sampled. The $C$ code, written by Gilks, and linked to the matrix language $O x,[6]$, was used to compute the posterior summaries of interest. The $A R M S$ algorithm, to the best of our knowledge, also is available in the libraries dlm , SamplerCompare and HI, under $R$, [15]. ARMS is also available in GENMOD, LIFEREG, PHREG and MCMC procedures under $S A S$ version 9.2. The MCMC procedure provides a flexible environment for fitting a wide range of models.

It is important to point out that [24] employed Bayesian and frequentist perspectives for estimating parameters for exponentiated Weibull distribution and showed a comprehensive and updating list of references.

## 5. SOME ILLUSTRATIVE EXAMPLES

### 5.1. An Example with a Simulated Data Set

In this subsection we introduce an example considering a simulated data set from an exponentiated Weibull distribution with parameters $\mu=1, \beta=0.8$ and $\theta=4.0$. Since $\mu$ does not change the maximum of the hazard function, without loss of generality, we consider it known and equal to 1 . Under this parameter configuration, the hazard function is of bathtub shape and we would like to estimate the parameter $T_{\max }$ (the "true value" of $T_{\max }$ is 3.9114). A total of $n=50$ observations (see Table 1) were simulated using the inversion method considering $\delta_{i}=1(i=1, \ldots, 50)$. Replacing the values of $\beta$ and $\theta$ by their maximum likelihood or Bayesian estimates we can solve (3.4) for $t$ to get the maximum of the hazard function.

Table 1: Simulated data set from an exponentiated Weibull distribution with $\mu=1, \beta=0.8$ and $\theta=4.0$.

| 0.23 | 0.53 | 0.54 | 0.60 | 0.65 | 0.84 | 0.90 | 0.96 | 0.98 | 0.99 |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| 1.05 | 1.26 | 1.28 | 1.31 | 1.33 | 1.37 | 1.45 | 1.53 | 1.69 | 1.72 |
| 1.77 | 1.80 | 1.96 | 2.06 | 2.14 | 2.24 | 2.35 | 2.40 | 2.47 | 2.47 |
| 2.58 | 2.68 | 2.73 | 2.77 | 2.78 | 2.96 | 3.04 | 3.31 | 3.36 | 3.67 |
| 4.01 | 4.16 | 4.19 | 4.36 | 4.91 | 5.10 | 5.81 | 6.27 | 7.39 | 7.41 |

As observed in [1], the turning point of a hazard rate function is useful in assessing the hazard in the useful life phase and helps to determine and plan appropriate burn-in, maintenance, and repair policies and strategies. For many bathtub-shaped distributions, the turning point is unique, and the hazard varies little in the useful life phase.

In Table 2 we have the maximum likelihood estimates (standard-errors) and the posterior means of the parameters $\beta, \theta$ and $T_{\max }$ assuming non-informative gamma prior distribution for the parameters $\beta$ and $\theta$. The maximum likelihood estimates were obtained by the Newton-Raphson method available in the software $S A S / N L P$ procedure, [13]. With the obtained maximum likelihood estimates $\hat{\beta}$ and $\hat{\theta}$ we estimate $T_{\text {max }}$ maximizing (3.3). Under the Bayesian approach, the parameters $\beta$ and $\theta$ were estimated using the $A R M S$ algorithm in $O x$. We simulated five separate chains using different overdispersed starting values for each run. The algorithm was run for 21000 iterations and the starting values were based in previous runs of the $A R M S$ algorithm for large intervals. This strategy follows the ideas discussed in Gilks et al. $(1995,1997)$. We considered five initial abscissae based on $5 \%, 40 \%, 50 \%, 60 \%$ and $95 \%$ of the envelope function after previous runs. In order to diminish the effect of the starting parameter values, we discarded the first 1000 elements of each chain. Convergence of the five combined simulated chain was observed using diagnostic procedures available in BOA library, [25], under $R$, [15]. For each parameter we considered every $5{ }^{\text {th }}$ draw and stopped at a sample of size 20000. The hyperparameters were set so that we had a proper but very non-informative prior. For all parameters we have adopted a gamma prior distribution with shape and scale parameters equal to 0.001. From each $\hat{\beta}$ and $\hat{\theta}$ the $T_{\max }$ estimates were obtained by maximization of (3.3). Again, the Newton-Raphson method under SAS/NLP procedure was used. Figure 2 shows the estimated marginal posterior distribution for $\beta, \theta$ and $T_{\text {max }}$.

Table 2: Maximum likelihood estimates (standard error), $95 \%$ confidence intervals, posterior means (standard deviation) and $95 \%$ credible intervals.

| Parameter | MLE $^{\ddagger}$ | $95 \%$ Confidence Interval |
| :---: | :---: | :---: |
| $\beta$ | 0.8152 <br> $(0.0610)$ | $(0.6956 ; 0.9348)$ |
| $\theta$ | 3.8845 <br> $(0.5570)$ | $(2.7928 ; 4.9762)$ |
|  | 3.9329 | - |

${ }^{\ddagger}$ maximum likelihood estimate.

| Parameter | Posterior Mean | $95 \%$ Credible Interval |
| :---: | :---: | :---: |
| $\beta$ | 0.8102 <br> $(0.0617)$ | $(0.6891 ; 0.9295)$ |
| $\theta$ | 3.8714 <br> $(0.5475)$ | $(2.8790 ; 4.9981)$ |
| $T_{\max }$ | 3.9768 <br> $(0.6800)$ | $(2.5564 ; 5.2575)$ |



Figure 2: Estimated marginal posterior distribution for $\beta, \theta$ and $T_{\max }$.

### 5.2. An Example with a Real Data Set

As a second example, let us consider the failure data for a group of 60 electrical appliances in a life test ( $1000 s$ of cycles) extracted from Lawless (2003, p.112). Figure 3 shows the Kaplan-Meier survival curve with fit for the exponentiated Weibull distribution. We observe close agreement between the Kaplan-Meier survival curve with the exponentiated Weibull distribution. The maximum likelihood and posterior means estimates are showed in Table 3 and obtained in a similar way as considered in the simulated example.


Figure 3: Fit of exponentiated Weibull distribution. (-) Kaplan-Meier survival curve and $(\cdots)$ exponentiated Weibull survival function.

From the results of Table 3 , we observe that $\hat{\beta}>1$ and $\hat{\theta}<1$, that is, we have a bathtub form for the hazard function (see Figure 1). In this situation we have interest in getting inferences for the change-point of the hazard function. This change-point is given by the minimum $T_{\min }$ of the hazard function (2.1), obtained from equation (3.4).

Table 3: Maximum likelihood estimates (standard error), $95 \%$ confidence intervals, posterior means (standard deviation) and $95 \%$ credible intervals.

| Parameter | MLE $^{\ddagger}$ | $95 \%$ Confidence Interval |
| :---: | :---: | :---: |
| $\mu$ | 4.1595 <br> $(0.9794)$ | $(2.2399 ; 6.0791)$ |
| $\beta$ | 1.9599 <br> $(0.6420)$ | $(0.7017 ; 3.2181)$ |
| $\theta$ | 0.3717 <br> 0.1657 | $(0.0470 ; 0.6964)$ |
| $T_{\min }$ | 0.8865 | - |$\quad$| maximum likelihood estimate. |
| :---: |


| Parameter | Posterior Mean | $95 \%$ Credible Interval |
| :---: | :---: | :---: |
| $\mu$ | 4.0491 <br> $(0.6690)$ | $(2.8853 ; 5.4856)$ |
| $\beta$ | 1.7862 <br> $(0.3635)$ | $(1.2142 ; 2.6146)$ |
| $\theta$ | 0.4360 <br> $(0.1164)$ | $(0.2470 ; 0.6904)$ |
| $T_{\min }$ | 1.0316 <br> $(0.5217)$ | $(0.1804 ; 2.3321)$ |

In Figure 4, we have the plots for the approximated marginal posterior distributions for $\mu, \beta, \theta$ and $T_{\min }$ based on the 20000 simulated samples.


Figure 4: Marginal posterior distribution for $\mu, \beta, \theta$ and $T_{\min }$.

## 6. CONCLUDING REMARKS

Inferences for the change-point of the hazard function are of great interest in lifetime studies, especially in medical or industrial applications. Assuming the exponentiated Weibull distribution we can have better fit for lifetime data since we have different shapes for the hazard function. In this situation, we do not have analytic expressions for the change-point of the hazard function (maximum if we have unimodal hazard function or minimum if we have bathtub hazard function) and we cannot use standard asymptotic classical inference methods to obtain inferences for the change-point. Using standard Markov Chain Monte Carlo simulation methods for a Bayesian analysis of the model, we get in a simple way, the posterior summaries of interest, like credible intervals for the changepoints.
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#### Abstract

: - The problem of indicating an A-optimal spring balance weighing design providing that the measurement errors have different variances and are uncorrelated is considered. The lowest bound of the trace of the inverse information matrix is given and the conditions determining the optimal design are also presented. The incidence matrices of balanced incomplete block designs and group divisible designs are used in constructions of the regular A-optimal spring balance weighing design.
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## 1. INTRODUCTION

In several fields of the experiments, specially in the theory of spectroscopy, metrology, dynamical system theory, computational mechanics and $2^{n}$ fractional factorial designs we determine unknown measurements of $p$ objects using $n$ operations according to the linear model

$$
\begin{equation*}
\mathbf{y}=\mathbf{X} \mathbf{w}+\mathbf{e} \tag{1.1}
\end{equation*}
$$

where $\mathbf{y}$ is an $n \times 1$ random vector of the observations. The design matrix $\mathbf{X}=\left(x_{i j}\right)$ usually called weighing matrix belongs to the class $\boldsymbol{\Phi}_{n \times p}(0,1)$, which denotes the class of $n \times p$ matrices of known elements $x_{i j}=0$ or 1 according as in the $i^{\text {th }}$ weighing operation the $j^{\text {th }}$ object is not placed on the pan or is placed. $\mathbf{w}$ is a $p \times 1$ vector of unknown weights of objects and $\mathbf{e}$ is an $n \times 1$ random vector of errors. We assume, that there are no systematic errors, the variances of errors are not equal and the errors are uncorrelated, i.e. $\mathbf{E}(\mathbf{e})=\mathbf{0}_{n}$ and $\operatorname{Var}(\mathbf{e})=\sigma^{2} \mathbf{G}$, where $\mathbf{0}_{n}$ denotes the $n \times 1$ vector with zero elements everywhere, $\mathbf{G}$ is the known $n \times n$ diagonal positive definite matrix.

For the estimation of individual unknown weights of objects we use normal equations $\mathbf{X}^{\prime} \mathbf{G}^{-1} \mathbf{X} \mathbf{w}=\mathbf{X}^{\prime} \mathbf{G}^{-1} \mathbf{y}$. Any spring balance weighing design is said to be singular or nonsingular, depending on whether the matrix $\mathbf{X}^{\prime} \mathbf{G}^{-1} \mathbf{X}$ is singular or nonsingular, respectively. It is obvious, that if $\mathbf{G}$ is the known positive definite matrix then the matrix $\mathbf{X}^{\prime} \mathbf{G}^{-1} \mathbf{X}$ is nonsingular if and only if the matrix $\mathbf{X}^{\prime} \mathbf{X}$ is nonsingular, i.e. if and only if $\mathbf{X}$ is full column $\operatorname{rank} \mathrm{r}(\mathbf{X})=p$. However, if $\mathbf{X}^{\prime} \mathbf{G}^{-1} \mathbf{X}$ is nonsingular, then the generalized least squares estimator of $\mathbf{w}$ is given by $\hat{\mathbf{w}}=\left(\mathbf{X}^{\prime} \mathbf{G}^{-1} \mathbf{X}\right)^{-1} \mathbf{X}^{\prime} \mathbf{G}^{-1} \mathbf{y}$ and the variance matrix of $\hat{\mathbf{w}}$ is $\operatorname{Var}(\hat{\mathbf{w}})=$ $\sigma^{2}\left(\mathbf{X}^{\prime} \mathbf{G}^{-1} \mathbf{X}\right)^{-1}$. A more complete theory may be obtained in literature ${ }^{1}$.

In many problems cases the weighing designs, the A-optimal design is considered. For given variance matrix of the errors $\sigma^{2} \mathbf{G}$, the A-optimal design is the design $\mathbf{X}$ for which, the sum of variances of estimators for unknown parameters is minimal, i.e. $\operatorname{tr}\left(\mathbf{X}^{\prime} \mathbf{G}^{-1} \mathbf{X}\right)^{-1}$ is minimal in $\boldsymbol{\Phi}_{n \times p}(0,1)$. Moreover, the design for which the sum of variances of estimators for parameters attains the lowest bound in $\boldsymbol{\Phi}_{n \times p}(0,1)$ is called the regular A-optimal design. Let note, in the set of design matrices $\boldsymbol{\Phi}_{n \times p}(0,1)$, the regular A-optimal design may not exist, whereas A-optimal design always exists. The concept of the A-optimality was shown in many papers ${ }^{2}$.

[^1]
## 2. REGULAR A-OPTIMAL DESIGNS

For any experimental setting, i.e. for fixed $n, p$ and $\mathbf{G}$, there is always a number of designs available for using. In each class of available designs, the regular A-optimal design is considered. Furthermore, the main difficulty in carrying out the construction is that each form of $\mathbf{G}$ requires the specific investigations. That's why we consider the experimental situation we determine unknown measurements of $p$ objects in $n=\sum_{i=1}^{h} n_{s}$ measurement operations under model 1.1. It is assumed that $n_{s}$ measurements are taken in different $h$ conditions or at different $h$ installations. So, the variance matrix of errors $\sigma^{2} \mathbf{G}$ is given by the matrix G

$$
\mathbf{G}=\left[\begin{array}{cccc}
g_{1}^{-1} \mathbf{I}_{n_{1}} & \mathbf{0}_{n_{1}} \mathbf{0}_{n_{2}}^{\prime} & \cdots & \mathbf{0}_{n_{1}} \mathbf{0}_{n_{h}}^{\prime}  \tag{2.1}\\
\mathbf{0}_{n_{1}} \mathbf{0}_{n_{1}}^{\prime} & g_{2}^{-1} \mathbf{I}_{n_{2}} & \cdots & \mathbf{0}_{n_{2}} \mathbf{0}_{n_{h}}^{\prime} \\
\ldots & \cdots & \cdots & \cdots \\
\mathbf{0}_{n_{h}} \mathbf{0}_{n_{1}}^{\prime} & \mathbf{0}_{n_{h}} \mathbf{0}_{n_{2}}^{\prime} & \cdots & g_{h}^{-1} \mathbf{I}_{n_{h}}
\end{array}\right]
$$

where $g_{s}>0$ denotes the factor of precision, $s=1,2, \ldots, h$. Consequently, according to the form of $\mathbf{G}$ we write the design matrix $\mathbf{X} \in \boldsymbol{\Phi}_{n \times p}(0,1)$ as

$$
\mathbf{X}=\left[\begin{array}{c}
\mathbf{X}_{1}  \tag{2.2}\\
\mathbf{X}_{2} \\
\cdots \\
\mathbf{X}_{h}
\end{array}\right]
$$

where $\mathbf{X}_{s}$ is $n_{s} \times p$ design matrix of any spring balance weighing design.
The Lemma given below presented in [9] is required for determining the regular A-optimal design.

Lemma 2.1. Let $\boldsymbol{\Pi}$ be the the set of all $p \times p$ permutation matrices and let $\mathbf{M}$ be a $p \times p$ matrix. If $\overline{\mathbf{M}}=\frac{1}{p!} \sum_{\mathbf{P} \in \boldsymbol{\Pi}} \mathbf{P}^{\prime} \mathbf{M} \mathbf{P}$ then $\overline{\mathbf{M}}=\left(\frac{\operatorname{tr}(\mathbf{M})}{p}-\frac{Q(\mathbf{M})}{p(p-1)}\right) \mathbf{I}_{p}+$ $\frac{Q(\mathbf{M})}{p(p-1)} \mathbf{1}_{p} \mathbf{1}_{p}^{\prime}$, where $\operatorname{tr}(\mathbf{M})$ is the trace of $\mathbf{M}, Q(\mathbf{M})$ denotes the sum of the offdiagonal elements of $\mathbf{M}$ and $\mathbf{1}_{p}$ is the vector of ones. Moreover, $\operatorname{tr}(\mathbf{M})=\operatorname{tr}(\overline{\mathbf{M}})$ and $Q(\mathbf{M})=Q(\overline{\mathbf{M}})$.

From now on, we assume that $\mathbf{G}$ is taken into consideration in the form(2.1).
Theorem 2.1. In any nonsingular spring balance weighing design $\mathbf{X} \in$ $\boldsymbol{\Phi}_{n \times p}(0,1)$ in (2.2) with the variance matrix of errors $\sigma^{2} \mathbf{G}$

$$
\operatorname{tr}\left(\mathbf{X}^{\prime} \mathbf{G}^{-1} \mathbf{X}\right)^{-1} \geq \begin{cases}\frac{4\left(p^{2}-2 p+2\right)}{p \operatorname{tr}\left(\mathbf{G}^{-1}\right)} & \text { if } p \text { is even }  \tag{2.3}\\ \frac{4 p^{3}}{(p+1)^{2} \operatorname{tr}\left(\mathbf{G}^{-1}\right)} & \text { if } p \text { is odd }\end{cases}
$$

Proof: For $\mathbf{X}$ in (2.2) and $\mathbf{G}$ in (2.1), we obtain $\mathbf{X}^{\prime} \mathbf{G}^{-1} \mathbf{X}=\sum_{s=1}^{h} g_{s} \mathbf{X}_{s}^{\prime} \mathbf{X}_{s}$ and moreover $\operatorname{tr}\left(\mathbf{X}^{\prime} \mathbf{G}^{-1} \mathbf{X}\right)^{-1}=\sum_{z=1}^{p} \frac{1}{\mu_{z}}$, where $\mu_{z}$ is the eigenvalue of $\mathbf{X}^{\prime} \mathbf{G}^{-1} \mathbf{X}$. Next, we consider the matrix $\overline{\mathbf{M}}=\alpha \mathbf{I}_{p}+\beta \mathbf{1}_{p} \mathbf{1}_{p}^{\prime}$. From [8], $\overline{\mathbf{M}}$ has eigenvalues $\alpha$ with the multiplicity $p-1$ and $\alpha+p \beta$ with the multiplicity 1 . Based on Lemma 2.1, $\overline{\mathbf{M}}=\frac{p \operatorname{tr}(\mathbf{M})-\mathbf{1}_{p}^{\prime} \mathbf{M} \mathbf{1}_{p}}{p(p-1)} \mathbf{I}_{p}+\frac{\mathbf{1}_{p}^{\prime} \mathbf{M} \mathbf{1}_{p}-\operatorname{tr}(\mathbf{M})}{p(p-1)} \mathbf{1}_{p} \mathbf{1}_{p}^{\prime}$. The eigenvalues of $\overline{\mathbf{M}}$ are $\mu_{1}=\frac{1}{p(p-1)}\left(p \operatorname{tr}(\mathbf{M})-\mathbf{1}_{p}^{\prime} \mathbf{M} \mathbf{1}_{p}\right)$ with the multiplicity $p-1$ and $\mu_{2}=\frac{1}{p} \mathbf{1}_{p}^{\prime} \mathbf{M} \mathbf{1}_{p}$ with the multiplicity 1 . Taking $\mathbf{M}=\mathbf{X}^{\prime} \mathbf{G}^{-1} \mathbf{X}$ we have $\operatorname{tr}(\mathbf{M})=\sum_{s=1}^{h} g_{s} \mathbf{k}_{s}^{\prime} \mathbf{1}_{n_{s}}$ and $\mathbf{1}_{p}^{\prime} \mathbf{M} \mathbf{1}_{p}=\sum_{s=1}^{h} g_{s} \mathbf{k}_{s}^{\prime} \mathbf{k}_{s}$ so we obtain

$$
\begin{align*}
\operatorname{tr}\left(\mathbf{X}^{\prime} \mathbf{G}^{-1} \mathbf{X}\right)^{-1} & =\frac{p}{\mathbf{1}_{p}^{\prime} \mathbf{M} \mathbf{1}_{p}}+\frac{p(p-1)^{2}}{p \operatorname{tr}(\mathbf{M})-\mathbf{1}_{p}^{\prime} \mathbf{M} \mathbf{1}_{p}} \\
& =\frac{p}{\sum_{s=1}^{h} g_{s} \mathbf{k}_{s}^{\prime} \mathbf{k}_{s}}+\frac{p(p-1)^{2}}{\sum_{s=1}^{h} g_{s}\left(p \mathbf{1}_{n_{s}}-\mathbf{k}_{s}\right)^{\prime} \mathbf{k}_{s}} \tag{2.4}
\end{align*}
$$

where $\mathbf{k}_{s}=\mathbf{X}_{s} \mathbf{1}_{p}, s=1,2, \ldots, h$. For even $p$, minimum of (2.4) is attained if and only if $\mathbf{k}_{s}=\frac{p}{2} \mathbf{1}_{n_{s}}$. For odd $p$, minimum of (2.4) is attained if and only if $\mathbf{k}_{s}=\frac{p+1}{2} \mathbf{1}_{n_{s}}, s=1,2, \ldots, h$. Hence, we obtain (2.3).

Definition 2.1. Any $\mathbf{X} \in \mathbf{\Phi}_{n \times p}(0,1)$ given in (2.2) with the variance matrix of errors $\sigma^{2} \mathbf{G}$ is said to be the regular A-optimal if the equality in (2.3) is satisfied.

Theorem 2.2. Any $\mathbf{X} \in \mathbf{\Phi}_{n \times p}(0,1)$ in (2.2) with the variance matrix of errors $\sigma^{2} \mathbf{G}$ is the regular A-optimal spring balance weighing design if and only if
a) for even $p, \mathbf{X}^{\prime} \mathbf{G}^{-1} \mathbf{X}=\frac{p}{4(p-1)} \operatorname{tr}\left(\mathbf{G}^{-1}\right) \mathbf{I}_{p}+\frac{p-2}{4(p-1)} \operatorname{tr}\left(\mathbf{G}^{-1}\right) \mathbf{1}_{p} \mathbf{1}_{p}^{\prime}$,
or
b) for odd $p, \mathbf{X}^{\prime} \mathbf{G}^{-1} \mathbf{X}=\frac{p+1}{4 p} \operatorname{tr}\left(\mathbf{G}^{-1}\right)\left(\mathbf{I}_{p}+\mathbf{1}_{p} \mathbf{1}_{p}^{\prime}\right)$.

Proof: The proof follows naturally into two parts. If $p$ be odd, then from the Theorem 2.1, $\operatorname{tr}\left(\mathbf{X}^{\prime} \mathbf{G}^{-1} \mathbf{X}\right)^{-1}$ takes minimum if and only if $\mathbf{k}_{s}=\frac{p}{2} \mathbf{1}_{n_{s}}$ for each $s$. Then it is easy to see that $\operatorname{tr}(\mathbf{M})=\frac{p}{2} \operatorname{tr}\left(\mathbf{G}^{-1}\right)$ and $\mathbf{1}_{p}^{\prime} \mathbf{M} \mathbf{1}_{p}=\frac{p^{2}}{4} \operatorname{tr}\left(\mathbf{G}^{-1}\right)$. So we have $\alpha=\frac{p \operatorname{tr}\left(\mathbf{G}^{-1}\right)}{4(p-1)}$ and $\beta=\frac{(p-2) \operatorname{tr}\left(\mathbf{G}^{-1}\right)}{4(p-1)}$ and we obtain a). The analogous consideration for odd $p$, imply that $\alpha=\beta=\frac{(p+1) \operatorname{tr}\left(\mathbf{G}^{-1}\right)}{4 p}$ and b) is true that finishes the proof.

If $\mathbf{X} \in \mathbf{\Phi}_{n \times p}(0,1)$ satisfies the equalities given in Theorem 2.2 then $\mathbf{X}$ is the regular A-optimal design for any $\mathbf{G}$ in (2.1). Hence $\mathbf{X}$ is the regular A-optimal design in the special case when $\mathbf{G}=\mathbf{I}_{n}$ and

$$
\operatorname{tr}\left(\mathbf{X}^{\prime} \mathbf{X}\right)^{-1} \geq \begin{cases}\frac{4\left(p^{2}-2 p+2\right)}{n p} & \text { if } p \text { is even }  \tag{2.5}\\ \frac{4 p^{3}}{n(p+1)^{2}} & \text { if } p \text { is odd }\end{cases}
$$

(2.5) is equivalent to the lowest bound of $\operatorname{tr}\left(\mathbf{X}^{\prime} \mathbf{X}\right)^{-1}$ which follows from theorems given in [8]. On the other hand, we assume that $\mathbf{X} \in \boldsymbol{\Phi}_{n \times p}(0,1)$ is the regular A-optimal design for $\mathbf{G}=\mathbf{I}_{n}$. Then we can compare two traces $\frac{\operatorname{tr}\left(\mathbf{X}^{\prime} \mathbf{G}^{-1} \mathbf{X}\right)^{-1}}{\operatorname{tr}\left(\mathbf{X}^{\prime} \mathbf{X}\right)^{-1}}=$ $\frac{\sum_{s=1}^{h} g_{s} n_{s}}{n}$. We obtain the following Corollary.

Corollary 2.1. Let $\mathbf{X} \in \mathbf{\Phi}_{n \times p}(0,1)$ and $\mathbf{G}$ be of the form (2.1).
a) If $\sum_{s=1}^{h} g_{s} n_{s}=n$, then $\operatorname{tr}\left(\mathbf{X}^{\prime} \mathbf{G}^{-1} \mathbf{X}\right)^{-1}=\operatorname{tr}\left(\mathbf{X}^{\prime} \mathbf{X}\right)^{-1}$,
b) If $\sum_{s=1}^{h} g_{s} n_{s}>n$, then $\operatorname{tr}\left(\mathbf{X}^{\prime} \mathbf{G}^{-1} \mathbf{X}\right)^{-1}<\operatorname{tr}\left(\mathbf{X}^{\prime} \mathbf{X}\right)^{-1}$,
c) If $\sum_{s=1}^{h} g_{s} n_{s}<n$, then $\operatorname{tr}\left(\mathbf{X}^{\prime} \mathbf{G}^{-1} \mathbf{X}\right)^{-1}>\operatorname{tr}\left(\mathbf{X}^{\prime} \mathbf{X}\right)^{-1}$.

## 3. CONSTRUCTION OF THE REGULAR A-OPTIMAL DESIGNS

It is worth pointing out that the incidence matrices of the block designs may be used for the construction of the design matrix $\mathbf{X} \in \boldsymbol{\Phi}_{n \times p}(0,1)$, then we take $n=b$ and $p=v$. From all possible block designs, in this paper the construction of the regular A-optimal spring balance weighing design based on the incidence matrices of the balanced incomplete block designs is chosen.

Theorem 3.1. Let $v$ be even and let $\mathbf{N}$ be the incidence matrix of balanced incomplete block design with the parameters $v=2 t, b=2(2 t-1)$, $r=2 t-1, k=t, \lambda=t-1, t=2,3, \ldots$. Then any $\mathbf{X} \in \mathbf{\Phi}_{h b \times 2 t}(0,1)$ in the form $\mathbf{X}=\mathbf{1}_{h} \otimes \mathbf{N}^{\prime}$ is the regular A-optimal spring balance weighing design with the variance matrix of errors $\sigma^{2} \mathbf{G}$.

Proof: An easy computation shows that the matrix $\mathbf{X}=\mathbf{1}_{h} \otimes \mathbf{N}^{\prime}$ satisfies a) of Theorem 2.2.

Theorem 3.2. Let $v$ be odd and let $\mathbf{N}$ be the incidence matrix of balanced incomplete block design with the parameters
a) $v=2 t+1, b=2(2 t+1), r=2(t+1), k=t+1, \lambda=t+1$,
or
b) $\quad v=4 t-1, b=4 t-1, r=2 t, k=2 t, \lambda=t$,
$t=1,2, \ldots$. Then any $\mathbf{X} \in \mathbf{\Phi}_{h b \times v}(0,1)$ in the form $\mathbf{X}=\mathbf{1}_{h} \otimes \mathbf{N}^{\prime}$ is the regular A-optimal spring balance weighing design with the variance matrix of errors $\sigma^{2} \mathbf{G}$.

Proof: This is proved by checking that the matrix $\mathbf{X}=\mathbf{1}_{h} \otimes \mathbf{N}^{\prime}$ satisfies b) of Theorem 2.2.

For an even $v$, we give the construction of the regular A-optimal spring balance weighing design based on the incidence matrices of group divisible design. Hence, we get

$$
\mathbf{X}_{s}=\left[\begin{array}{l}
\mathbf{N}_{1, s}^{\prime}  \tag{3.1}\\
\mathbf{N}_{2 s}^{\prime}
\end{array}\right], \quad s=1,2, \ldots, h
$$

where $\mathbf{N}_{u h}$ is the incidence matrix of group divisible design with the parameters $v, b_{u s}, r_{u s}, k_{u s}, \lambda_{1 u s}, \lambda_{2 u s}, u=1,2$, see [13]. Furthermore, let the condition

$$
\begin{equation*}
\lambda_{11 s}+\lambda_{12 s}=\lambda_{21 s}+\lambda_{22 s}=\lambda_{s}, \quad u=1,2, \quad s=1,2, \ldots, h \tag{3.2}
\end{equation*}
$$

be satisfied. Below, we show the parameters of group divisible design which satisfy (3.1). Next, for $n=\sum_{s=1}^{h} \sum_{u=1}^{2} b_{u s}$ bus measurements and $v$ objects, based on the incidence matrices of the group divisible designs will be constructed $\mathbf{X} \in \boldsymbol{\Phi}_{n \times v}(0,1)$. For the $t, q, u$ given in Lemmas 3.1-3.5, some restrictions derive from the ones given in [5]: $r, k \leq 10$.

Lemma 3.1. Let $v=4$. If the parameters of group divisible designs are equal to
a) $b_{1 s}=2(3 t+1), r_{1 s}=3 t+1, k_{1 s}=2, \lambda_{11 s}=t+1, \lambda_{21 s}=t, t=1,2,3$ and $b_{2 s}=2(3 q+2), r_{2 s}=3 q+2, k_{2 s}=2, \lambda_{12 s}=q, \lambda_{22 s}=q+1, q=0,1,2$,
b) $b_{1 s}=2(3 t+2), r_{1 s}=3 t+2, k_{1 s}=2, \lambda_{11 s}=t+2, \lambda_{21 s}=t, t=1,2$ and $b_{2 s}=2(3 q+4), r_{2 s}=3 q+4, k_{2 s}=2, \lambda_{12 s}=q, \lambda_{22 s}=q+2, q=0,1,2$,
c) $\quad b_{1 s}=2(u+3), \quad r_{1 s}=u+3, \quad k_{1 s}=2, \quad \lambda_{11 s}=u+1, \quad \lambda_{21 s}=1 \quad$ and $b_{2 s}=4 u, r_{2 s}=2 u, k_{2 s}=2, \lambda_{12 s}=0, \lambda_{22 s}=u, u=1,2,3,4,5$,
d) $b_{1 s}=16, r_{1 s}=8, k_{1 s}=2, \lambda_{11 s}=0, \lambda_{21 s}=4$ and $b_{2 s}=2(3 u+4)$, $r_{2 s}=3 u+4, k_{2 s}=2, \lambda_{12 s}=u+4, \lambda_{22 s}=u, u=1,2$,
e) $b_{1 s}=18, r_{1 s}=9, k_{1 s}=2, \lambda_{11 s}=5, \quad \lambda_{21 s}=2$ and $b_{2 s}=6(u+2)$, $r_{2 s}=3(u+2), k_{2 s}=2, \lambda_{12 s}=u, \lambda_{22 s}=u+3, u=0,1$,
then for any matrix in (3.1), the condition (3.2) is satisfied.

Lemma 3.2. Let $v=6$. If the parameters of group divisible designs are equal to
a) $b_{1 s}=4 t, r_{1 s}=2 t, k_{1 s}=3, \lambda_{11 s}=0, \lambda_{21 s}=t$ and $b_{2 s}=6 t, r_{2 s}=3 t$, $k_{2 s}=3, \lambda_{12 s}=2 t, \lambda_{22 s}=t, t=1,2,3$,
b) $b_{1 s}=2(2 t+5), r_{1 s}=2 t+5, k_{1 s}=3, \lambda_{11 s}=t+1, \lambda_{21 s}=t+2$ and $b_{2 s}=6 t, r_{2 s}=3 t, k_{2 s}=3, \lambda_{12 s}=t+1, \lambda_{22 s}=t, t=1,2$,
c) $b_{1 s}=12, r_{1 s}=6, k_{1 s}=3, \lambda_{11 s}=4, \lambda_{21 s}=2$ and $b_{2 s}=2(5 t+4), r_{2 s}=$ $5 t+4, k_{2 s}=3, \lambda_{12 s}=2 t, \lambda_{22 s}=2(t+1), t=0,1$,
d) $b_{1 s}=16, r_{1 s}=8, k_{1 s}=3, \lambda_{11 s}=4, \lambda_{21 s}=3$ and $b_{2 s}=2(5 t+2), r_{2 s}=$ $5 t+2, k_{2 s}=3, \lambda_{12 s}=t+2, \lambda_{22 s}=2 t+1, t=0,1$,
then for any matrix in (3.1), the condition (3.2) is satisfied.

Lemma 3.3. Let $v=8$. If the parameters of group divisible designs are equal to
a) $b_{1 s}=4(t+1), \quad r_{1 s}=2(t+1), \quad k_{1 s}=4, \quad \lambda_{11 s}=0, \quad \lambda_{21 s}=t+1 \quad$ and $b_{2 s}=4(6-t), r_{2 s}=2(6-t), k_{2 s}=4, \lambda_{12 s}=6, \lambda_{22 s}=5-t, t=1,2,3$,
b) $b_{1 s}=2(3 t+2), r_{1 s}=3 t+2, k_{1 s}=4, \lambda_{11 s}=t+1, \lambda_{21 s}=t+2$ and $b_{2 s}=6(4-t), r_{2 s}=3(4-t), k_{2 s}=4, \lambda_{12 s}=4-t, \lambda_{22 s}=5-t, t=1,2$,
then for any matrix in (3.1), the condition (3.2) is satisfied.

Lemma 3.4. Let $v=10$. If the parameters of group divisible designs are equal to $b_{1 s}=8 t, r_{1 s}=4 t, k_{1 s}=5, \lambda_{11 s}=0, \lambda_{21 s}=2 t$ and $b_{2 s}=10 t, r_{2 s}=5 t$, $k_{2 s}=5, \lambda_{12 s}=4 t, \lambda_{22 s}=2 t, t=1,2$, then for any matrix in (3.1), the condition (3.2) is fulfilled.

Lemma 3.5. If the parameters of group divisible designs are equal to
a) $v=2(2 u+1), b_{1}=4 u, r_{1}=2 u, k_{1}=2 u+1, \lambda_{11}=0, \lambda_{21}=u$ and $v=b_{2}=2(2 u+1), r_{2}=k_{2}=2 u+1, \lambda_{12}=2 u, \lambda_{22}=u, u=1,2,3,4$,
b) $v=4(u+1), b_{1}=2(2 u+1), r_{1}=2 u+1, k_{1}=2(u+1), \lambda_{11}=2 u+1$, $\lambda_{21}=u$ and $v=b_{2}=4(u+1), r_{2}=k_{2}=2(u+1), \lambda_{12}=0, \lambda_{22}=u+1$, $u=1,2,3,4$,
then for a matrix $\mathbf{X}=\mathbf{X}_{s}$ in (3.1), the condition (3.2) is true.

Lemmas given above are essential to construct the design $\mathbf{X}$. For a given number of objects $p=v$ and $n=\sum_{s=1}^{h}\left(b_{1 s}+b_{2 s}\right)$ measurements, we choose appropriate number $h$ of matrices $\mathbf{X}_{s}$ satisfying conditions in Lemmas 3.1-3.5 and in the result we form the design matrix $\mathbf{X} \in \boldsymbol{\Phi}_{n \times p}(0,1)$. Thus we obtain the theorem.

Theorem 3.3. Any $\mathbf{X} \in \boldsymbol{\Phi}_{n \times p}(0,1)$ in (2.2) for $\mathbf{X}_{s}$ in (3.1), where $\mathbf{N}_{u h}$ is the incidence matrix of group divisible design with the parameters given in Lemmas 3.1-3.5, $u=1,2$, with the variance matrix of errors $\sigma^{2} \mathbf{G}$ is the regular A-optimal spring balance weighing design.

Proof: It is easy to verify that for the matrix $\mathbf{X}$ the condition a) of Theorem 2.2 is satisfied.

Note 3.1. The criterion of A-optimality is interpreted as minimizing the sum of the variances of estimators of unknown measurements of objects. Some design matrices are better than others in the sense that the sum of the variances of estimators of unknown measurements of objects is smaller. The design $\mathbf{X}$ for which $\operatorname{tr}\left(\mathbf{X}^{\prime} \mathbf{G}^{-1} \mathbf{X}\right)^{-1}$ attains the lower bound is called regular A-optimal. In any class $\boldsymbol{\Phi}_{n \times p}(0,1)$, regular A-optimal spring balance weighing design $\mathbf{X}_{R}$ may exist, whereas A-optimal spring balance weighing design $\mathbf{X}$ exists always. From statistical point of view, the sum of variances in regular A-optimal spring balance weighing design $\mathbf{X}_{R}$ is so small if it is possible and in this sense design $\mathbf{X}_{R}$ is the best one. Moreover, if in the class $\boldsymbol{\Phi}_{n \times p}(0,1)$, the regular A-optimal spring balance weighing design does not exist then determined lower bound of the variance of the sum of estimators may be used for indicating the design which is the closest to the best one $\mathbf{X}_{R}$.

## 4. EXAMPLES

Example 4.1. To present theory given above, let us consider $\mathbf{X} \in \boldsymbol{\Phi}_{n \times p}(0,1)$ and let $p$ be even. Among all possible variance matrices $\sigma^{2} \mathbf{G}$ we take matrix $\mathbf{G}$ in the form
a) $\mathbf{G}_{1}=\left[\begin{array}{cc}a \mathbf{I}_{\frac{n}{2}} & \mathbf{0}_{\frac{n}{2}} \mathbf{0}_{\frac{n}{2}}^{\prime} \\ \mathbf{0}_{\frac{n}{2}} \mathbf{0}_{\frac{n}{2}}^{\prime} & \frac{1}{a} \mathbf{I}_{\frac{n}{2}}\end{array}\right], a>0$. We have $\operatorname{tr}\left(\mathbf{X}^{\prime} \mathbf{G}_{1}^{-1} \mathbf{X}\right)^{-1}=\frac{8 a\left(p^{2}-2 p+2\right)}{n p\left(a^{2}+1\right)}$ and $\operatorname{tr}\left(\mathbf{X}^{\prime} \mathbf{X}\right)^{-1}-\operatorname{tr}\left(\mathbf{X}^{\prime} \mathbf{G}^{-1} \mathbf{X}\right)^{-1}=\frac{4\left(p^{2}-2 p+2\right)(a-1)^{2}}{n p\left(a^{2}+1\right)} \geq 0$. Hence, for $a \neq 1$, $\mathbf{X} \in \boldsymbol{\Phi}_{n \times p}(0,1)$ with the variance matrix $\sigma^{2} \mathbf{G}$ is regular A-optimal spring balance weighing design, whereas $\mathbf{X} \in \boldsymbol{\Phi}_{n \times p}(0,1)$ with $\sigma^{2} \mathbf{I}_{n}$ is A-optimal design. For $a=1, \mathbf{X} \in \boldsymbol{\Phi}_{n \times p}(0,1)$ is regular A-optimal spring balance weighing design with the variance matrix $\sigma^{2} \mathbf{G}_{1}$ and $\sigma^{2} \mathbf{I}_{n}$.
b) $\mathbf{G}_{2}=\left[\begin{array}{cc}\frac{1}{a} \mathbf{I}_{\frac{n}{2}} & \mathbf{0}_{\frac{n}{2}} \mathbf{0}_{\frac{n}{2}}^{\prime} \\ \mathbf{0}_{\frac{n}{2}} \mathbf{O}_{\frac{n}{2}}^{\prime} & \frac{1}{b} \mathbf{I}_{\frac{n}{2}}\end{array}\right], a, b>0$. We have $\operatorname{tr}\left(\mathbf{X}^{\prime} \mathbf{G}_{2}^{-1} \mathbf{X}\right)^{-1}=\frac{8\left(p^{2}-2 p+2\right)}{n p(a+b)}$ and

$$
\operatorname{tr}\left(\mathbf{X}^{\prime} \mathbf{X}\right)^{-1}-\operatorname{tr}\left(\mathbf{X}^{\prime} \mathbf{G}^{-1} \mathbf{X}\right)^{-1}=\frac{4\left(p^{2}-2 p+2\right)(a+b-2)}{n p(a+b)}
$$

If $a+b-2>0$ then $\mathbf{X} \in \boldsymbol{\Phi}_{n \times p}(0,1)$ with the variance matrix $\sigma^{2} \mathbf{G}_{2}$ is regular A-optimal spring balance weighing design, whereas $\mathbf{X} \in \boldsymbol{\Phi}_{n \times p}(0,1)$ with $\sigma^{2} \mathbf{I}_{n}$ is A-optimal design. If $a+b-2=0$ then $\mathbf{X} \in \boldsymbol{\Phi}_{n \times p}(0,1)$ with the variance matrix $\sigma^{2} \mathbf{G}_{2}$ and with $\sigma^{2} \mathbf{I}_{n}$ is regular A-optimal design. If $a+b-2<0$ then $\mathbf{X} \in \boldsymbol{\Phi}_{n \times p}(0,1)$ with the variance matrix $\sigma^{2} \mathbf{I}_{n}$ is regular A-optimal spring balance weighing design, whereas $\mathbf{X} \in$ $\boldsymbol{\Phi}_{n \times p}(0,1)$ with $\sigma^{2} \mathbf{G}_{2}$ is A-optimal design.

Example 4.2. As numerical example, let us consider $\mathbf{X} \in \boldsymbol{\Phi}_{12 \times 4}(0,1)$. From Theorem 3.1, we construct the incidence matrix $\mathbf{N}$ of balanced incomplete block design with the parameters $v=4, b=6, r=3, k=2, \lambda=1$ as
$\mathbf{N}=\left[\begin{array}{llllll}1 & 1 & 1 & 0 & 0 & 0 \\ 1 & 0 & 0 & 1 & 1 & 0 \\ 0 & 1 & 0 & 1 & 0 & 1 \\ 0 & 0 & 1 & 0 & 1 & 1\end{array}\right]$ and next we form the design matrix $\mathbf{X}=\left[\begin{array}{llll}0 & 1 & 1 & 0 \\ 0 & 1 & 0 & 1 \\ 0 & 0 & 1 & 1 \\ 1 & 1 & 0 & 0 \\ 1 & 0 & 1 & 0 \\ 1 & 0 & 0 & 1 \\ 0 & 1 & 1 & 0 \\ 0 & 1 & 0 & 1 \\ 0 & 0 & 1 & 1\end{array}\right]$.
Hence $\operatorname{tr}\left(\mathbf{X}^{\prime} \mathbf{X}\right)^{-1}=\frac{5}{6}$. Next, we consider possible forms of the matrix $\mathbf{G}$. For example

$$
\begin{aligned}
& \text { if } \mathbf{G}=\left[\begin{array}{cc}
2 \mathbf{I}_{6} & \mathbf{0}_{6} \mathbf{0}_{6}^{\prime} \\
\mathbf{0}_{6} \mathbf{0}_{6}^{\prime} & \frac{1}{2} \mathbf{I}_{6}
\end{array}\right] \text { then } \operatorname{tr}\left(\mathbf{X}^{\prime} \mathbf{G}^{-1} \mathbf{X}\right)^{-1}=\frac{4}{6}<\operatorname{tr}\left(\mathbf{X}^{\prime} \mathbf{X}\right)^{-1} \\
& \text { if } \mathbf{G}=\left[\begin{array}{cc}
2 \mathbf{I}_{6} & \mathbf{0}_{6} \mathbf{0}_{6}^{\prime} \\
\mathbf{0}_{6} \mathbf{0}_{6}^{\prime} & \frac{2}{3} \mathbf{I}_{6}
\end{array}\right] \text { then } \operatorname{tr}\left(\mathbf{X}^{\prime} \mathbf{G}^{-1} \mathbf{X}\right)^{-1}=\frac{5}{6}=\operatorname{tr}\left(\mathbf{X}^{\prime} \mathbf{X}\right)^{-1} \\
& \text { if } \mathbf{G}=\left[\begin{array}{cc}
\frac{1}{3} \mathbf{I}_{6} & \mathbf{0}_{6} \mathbf{0}_{6}^{\prime} \\
\mathbf{0}_{6} \mathbf{0}_{6}^{\prime} & \frac{1}{2} \mathbf{I}_{6}
\end{array}\right] \text { then } \operatorname{tr}\left(\mathbf{X}^{\prime} \mathbf{G}^{-1} \mathbf{X}\right)^{-1}=\frac{2}{6}<\operatorname{tr}\left(\mathbf{X}^{\prime} \mathbf{X}\right)^{-1} \\
& \text { if } \mathbf{G}=\left[\begin{array}{cc}
2 \mathbf{I}_{6} & \mathbf{0}_{6} \mathbf{0}_{6}^{\prime} \\
\mathbf{0}_{6} \mathbf{0}_{6}^{\prime} & \frac{3}{2} \mathbf{I}_{6}
\end{array}\right] \text { then } \operatorname{tr}\left(\mathbf{X}^{\prime} \mathbf{G}^{-1} \mathbf{X}\right)^{-1}=\frac{10}{7}>\operatorname{tr}\left(\mathbf{X}^{\prime} \mathbf{X}\right)^{-1} .
\end{aligned}
$$

As you can see, in some cases the sum of the variances of estimators is smaller for the design $\mathbf{X}$ with $\mathbf{G}$ than for this design with $\mathbf{I}_{n}$. In the other ones it is inversely. Interestingly enough, it depends on the experimental conditions and the assumptions related to the variances of the errors: are they equal and $\operatorname{Var}(\mathbf{e})=\sigma^{2} \mathbf{I}_{n}$ or are they different and $\operatorname{Var}(\mathbf{e})=\sigma^{2} \mathbf{G}$. Into practice, the choice of the design $\mathbf{X}$ with $\operatorname{Var}(\mathbf{e})=\sigma^{2} \mathbf{I}_{n}$ or $\sigma^{2} \mathbf{G}$ is conditional and depends on the experimental conditions. We choose one of these ones. Next, we can assess for which variance matrix of errors the sum of variances of errors is smaller. If the experimental conditions require the design with greater sum of variances of errors we can determine how far we are from the lowest bound considering the difference (4.1).
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#### Abstract

: - In this paper we propose a new estimator of the proportional hazard premium for heavy-tailed claim amounts, with a help of the peak-over-threshold (POT) method. We establish the asymptotic normality of the new estimator, and its performance is illustrated in a simulation study. Moreover, we compare, in terms of bias and mean squared error, our estimator with the estimator of Necir and Meraghni (2009).
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## 1. INTRODUCTION AND MOTIVATION

A general class for constructing loaded pricing functional, introduced in the actuarial literature by Wang (1996), is namely the Distortion Risk Measures $(\mathrm{DRM})$. For a given nondecreasing function $g:[0,1] \rightarrow[0,1]$ such that $g(0)=0$ and $g(1)=1$, for any nonnegative random variable $X$, where $X$ is an insured risk with distribution function (df) $F$, and the tail of $F$ will be denoted by $\bar{F}=1-F$. The distorted expectation is defined as follows:

$$
\begin{equation*}
\Pi_{\rho}=\int_{0}^{\infty} g(\bar{F}(x)) d x \tag{1.1}
\end{equation*}
$$

The function $g$ is called a distortion function, if $g$ is concave the DRM further satisfies the subadditivity and becomes coherent in the sense of Artzner et al. (1999); see, e.g., Wirch and Hardy (2000) and Dhaene et al. (2006). Some examples of continuous concave distortion functions corresponding to familiar risk measures are presented below, by choosing a suitable function $g$, one can easily express some popular risk measures:

The Tail-VaR: $g(x)=x /(1-q) \wedge 1, q \in(0,1)$,
Proportional Hazard Transform: $g(x)=x^{1 / \rho}, \rho \geq 1$,
Dual-Power Transform: $g(x)=1-(1-x)^{\rho}, \rho>1$,
Wang Transform: $g(x)=\Phi\left(\Phi^{-1}(x)-\Phi^{-1}(\rho)\right)$,
where $\Phi(\cdot)$ is the df of the standard normal.
In this paper, we are interested by estimate the proportional hazard transform, that is

$$
\begin{equation*}
\Pi_{\rho}=\int_{0}^{\infty}(\bar{F}(x))^{1 / \rho} d x \tag{1.2}
\end{equation*}
$$

where $\rho \geq 1$ represents the distortion coefficient or the risk aversion index.
In practice the estimation of these risk measures from a sample of rv's i.i.d. $X_{1}, X_{2}, \ldots, X_{n}$, are based on the empirical distribution function $F_{n}$. The asymptotic behavior of this estimator has been studied by Jones and Zitikis (2003) provided that, the second moment is finite.

Now, assume that $F$ is heavy tailed. This class includes popular distributions (such as Pareto, Burr, Student, Lévy-stable and log-gamma) known to be very appropriate models for fitting large insurance claims, large fluctuations of prices, log-returns and other data (see for instance, Beirlant et al., 2001). In the remainder of the paper, we restrict ourselves to this class, more specifically, we deal within the class of regularly varying cdf's. For more details on this type of distributions, we refer to Bingham et al. (1987) and Rolski et al. (1999).

The tail of $F$ is said to be with regulary varying at infinity, if

$$
\begin{equation*}
\bar{F}(x)=c x^{-1 / \xi}\left(1+x^{-\delta} \mathbb{L}(x)\right), \quad \text { as } \quad x \rightarrow \infty \tag{1.3}
\end{equation*}
$$

for $\xi \in(0,1), \delta>0$ and some real constant $c$, with $\mathbb{L}$ a slowly varying function, i.e. $\mathbb{L}(t x) / \mathbb{L}(x) \rightarrow 1$ as $x \rightarrow \infty$ for any $t>0$. For further properties of these functions, see chapter 0 in Resnick (1987) or Seneta (1976).

For example, when the tail of df is Pareto with $\xi=3 / 4$, we have $\mathbb{E}\left(X^{2}\right)=\infty$. To solve this problem, Necir and Meraghni (2009) used the extreme values approach and propose an asymptotically normal semiparametric estimator for $\Pi_{\rho}$. This estimator is based on the extreme quantile estimator of Weissman (1978). However this quantile is biased.

In this paper, we use the result of Balkema and de Haan (1974) and Pickands (1975), which states that for a certain class of distributions the Generalised Pareto Distribution (GPD) is the limiting for the distribution of the excesses $F_{u}$, as the threshold $u$ tends to the right endpoint $y_{F}$. Formally, we can find a positive measurable function $\beta(u)$, such as

$$
\begin{equation*}
\lim _{u \rightarrow y_{F}} \sup _{0<y<y_{F}-u}\left|F_{u}(y)-\mathbb{G}_{\xi, \beta(u)}(y)\right|=O\left(u^{-\delta} \mathbb{L}(u)\right) \tag{1.4}
\end{equation*}
$$

where $u^{-\delta} \mathbb{L}(u) \rightarrow 0$ as $u \rightarrow \infty$, for any $\delta>0$.
We investigate this result for purpose a alternative estimator for the proportional hazard transform $\Pi_{\rho}$, as follows:

$$
\begin{equation*}
\widehat{\Pi}_{\rho, n}=\int_{0}^{u_{n}}\left(n^{-1} \sum_{j=1}^{n} \mathbf{1}\left(X_{j} \geq x\right)\right)^{1 / \rho} d x+\left(\widehat{p}_{n}\right)^{1 / \rho} \frac{\rho \widehat{\beta}_{n}}{1-\widehat{\xi}_{n} \rho} \tag{1.5}
\end{equation*}
$$

Under suitable assumptions, this estimator are asymptotically normal distributed and unbiased with an easily estimated variance.

The paper is organized as follows. In the second section of the paper, the new estimator of $\Pi_{\rho}$ is introduced and its properties examined. This is followed by a simulation study of its behavior in comparison with the Necir and Meraghni estimator. Finally, the proofs of our result are postponed until the last section.

## 2. DEFINING THE ESTIMATOR AND THE MAIN RESULT

Let $X_{1}, \ldots, X_{n}$ be an independent and identically distributed random variables, each with the same cdf $F$, and let $u_{n}$ be some a large number, 'high level', which we later let tends to infinity when $n \rightarrow \infty$. With the notation

$$
\bar{F}_{u_{n}}(y)=P\left(X_{1}-u_{n}>y \mid X_{1}>u_{n}\right)
$$

we have

$$
\bar{F}_{u_{n}}(y)=\bar{F}\left(u_{n}+y\right) / \bar{F}\left(u_{n}\right),
$$

and thus

$$
\bar{F}_{u_{n}}(y)=\left(1+\frac{y}{u_{n}}\right)^{-1 / \xi} \frac{1+\left(u_{n}+y\right)^{-\delta} \mathbb{L}\left(u_{n}+y\right)}{1+u_{n}^{-\delta} \mathbb{L}\left(u_{n}\right)},
$$

and if $\beta=u_{n} \xi$, then $\bar{F}_{u_{n}}(y)$ is a GPD perturbed, where the df of the GPD has the form

$$
\mathbb{G}_{\xi, \beta}(y)=\left\{\begin{array}{lll}
1-\left(1+\xi \frac{y}{\beta}\right)^{-\frac{1}{\xi}}, & \xi \neq 0, & 0 \leq y<\infty \text { if } \xi \geq 0  \tag{2.1}\\
1-\exp (-y / \beta), & \xi=0, & 0 \leq y<-\beta / \xi \text { if } \xi<0
\end{array}\right.
$$

This means that, with the result (1.4) of Balkema and de Haan (1974) and Pickands (1975), for large values of $u_{n}$, we have

$$
\begin{equation*}
F_{u_{n}}(y) \approx \mathbb{G}_{\xi, \beta\left(u_{n}\right)}(y) \tag{2.2}
\end{equation*}
$$

By the definition of the excess distribution, we have

$$
\bar{F}\left(u_{n}+t\right)=\bar{F}\left(u_{n}\right) \bar{F}_{u_{n}}(t)
$$

and, denote by

$$
N=N_{u_{n}}=\operatorname{card}\left\{X_{i}>u_{n}: 1 \leq i \leq n\right\}
$$

the number of exceedance over $u_{n}$, we have $N \rightsquigarrow \mathcal{B}\left(p_{n}, n\right)$, where $p_{n}=P\left(X_{1}>u_{n}\right)$. A natural estimator for $p_{n}=\bar{F}\left(u_{n}\right)$ is $\widehat{p}_{n}=N / n$. Let

$$
Y_{i, n}=X_{j}-u_{n}, \quad \text { provided } \quad X_{j}>u_{n}, \quad i=1, \ldots, N
$$

(where $j$ is the index of the $i^{\text {th }}$ exceedance) are i.i.d. rv's with cdf $F_{u_{n}}$ based on the sample $\left(Y_{1: n}, Y_{2: n}, \ldots, Y_{N_{n}, n}\right)$, the approximation (2.2) motivates us to take an estimator for $\bar{F}_{u_{n}}(y)$ as follows:

$$
\begin{equation*}
\widehat{\bar{F}}_{u_{n}}(y)=\overline{\mathbb{G}}_{\widehat{\xi}_{n}, \widehat{\beta}_{n}}(y), \quad y>0 \tag{2.3}
\end{equation*}
$$

Therefore, an estimator of $\bar{F}\left(u_{n}+y\right)$ is

$$
\begin{equation*}
\widehat{\bar{F}}\left(u_{n}+y\right)=\widehat{\bar{F}}\left(u_{n}\right) \widehat{\bar{F}}_{u_{n}}(y)=\widehat{p}_{n} \overline{\mathbb{G}}_{\widehat{\xi}_{n}, \widehat{\beta}_{n}}(y) \tag{2.4}
\end{equation*}
$$

where $\widehat{\xi}_{N}$ and $\widehat{\beta}_{N}$ are consistent estimators of $\xi$ and $\beta$ respectively. Moreover, these estimators are asymptotically normal provided that $\xi>-1 / 2$. Smith (1987) established in theorem (3.2), the asymptotic normality of $\left(\widehat{\xi}_{N}, \widehat{\beta}_{N}\right)$ as follows:

$$
\begin{equation*}
\sqrt{N}\binom{\widehat{\beta}_{N} / \beta_{N}-1}{\widehat{\xi}_{N}-\xi} \xrightarrow{\mathcal{D}} \mathcal{N}_{2}\left(0, \mathbb{Q}^{-1}\right) \quad \text { as } \quad N \rightarrow \infty \tag{2.5}
\end{equation*}
$$

where

$$
\mathbb{Q}^{-1}=(1+\xi)\left(\begin{array}{cc}
2 & -1  \tag{2.6}\\
-1 & 1+\xi
\end{array}\right)
$$

provided that $\sqrt{N} u_{N}^{-\delta} \mathbb{L}\left(u_{N}\right) \rightarrow 0$ as $N \rightarrow \infty$ and $x \rightarrow x^{-\delta} \mathbb{L}(x)$ is non-increasing near infinity. In the case $\sqrt{N} u_{N}^{-\delta} \mathbb{L}\left(u_{N}\right) \nrightarrow 0$, the limiting distribution in (2.5) is biased.
Here $\xrightarrow{\dot{\mathcal{D}}}$ denotes convergence in distribution and $\mathcal{N}_{2}\left(0, \epsilon^{2}\right)$ stands for the normal r.v. of mean 0 and variance $\epsilon^{2}$.

We assume that the tail of the distribution start at the threshold $u_{n}$, then, we have

$$
\begin{equation*}
\Pi_{\rho}=\int_{0}^{u_{n}}(\bar{F}(x))^{1 / \rho} d x+\int_{u_{n}}^{\infty}(\bar{F}(x))^{1 / \rho} d x, \quad \rho>1 \tag{2.7}
\end{equation*}
$$

An estimator of $\Pi_{\rho}$ is given by replacing (2.4) in equation (2.7), as follows:

$$
\widehat{\Pi}_{\rho, n}(x)=\int_{0}^{u_{n}}\left(\bar{F}_{n}(x)\right)^{1 / \rho} d x+\left(\widehat{p}_{n}\right)^{1 / \rho} \int_{0}^{\infty}\left(\overline{\mathbb{G}}_{\widehat{\xi}_{n}, \widehat{\beta}_{n}}(y)\right)^{1 / \rho} d y
$$

where $F_{n}$ is the empirical distribution function pertaining to the sample $X_{1}, X_{2}, \ldots$, $X_{n}$. After Integration, we obtain the new estimator given by formula (1.5).

The asymptotic normality of $\widehat{\Pi}_{\rho, n}$ is established in the following theorem.

Theorem 2.1. Let $F$ be a distribution function fulfilling (1.3) with $\xi \in$ $(1 / 2,1)$. Suppose that the function $\mathbb{L}$ is locally bounded in $\left[x_{0},+\infty\right)$ for $x_{0} \geq 0$ and $x \rightarrow x^{-\delta} \mathbb{L}(x)$ is non-increasing near infinity, for some $\delta>0$. For any $u_{n}=$ $O\left(n^{\alpha \xi}\right)$ with $\alpha \in(0,1)$, and $\rho>1$ such that $4 \alpha / \rho-2 \alpha \xi<1$, we have

$$
\frac{\sqrt{n}}{\gamma_{n} \sigma_{n}}\left(\widehat{\Pi}_{\rho, n}-\Pi_{\rho}\right) \xrightarrow{\mathcal{D}} \mathcal{N}(0,1), \quad \text { as } \quad n \rightarrow \infty
$$

where

$$
\sigma_{n}^{2}:=\frac{1}{\rho^{2}}+\frac{\theta_{1}^{2}}{\gamma_{n}^{2}} p_{n}\left(1-p_{n}\right)+\frac{2(1+\xi) \theta_{2}^{2} \beta_{n}^{2}}{p_{n} \gamma_{n}^{2}}+\frac{(1+\xi)^{2} \theta_{3}^{2}}{p_{n} \gamma_{n}^{2}}-\frac{(1+\xi) \beta_{n} \theta_{2} \theta_{3}}{p_{n} \gamma_{n}^{2}}
$$

$$
\begin{equation*}
\gamma_{n}^{2}=\operatorname{var}\left(\int_{0}^{u_{n}}(\bar{F}(x))^{1 / \rho-1} \mathbf{1}_{\left\{X_{1} \leq x\right\}} d x\right) \tag{2.8}
\end{equation*}
$$

and

$$
\theta_{1}=\frac{\beta_{n}\left(p_{n}\right)^{1 / \rho-1}}{1-\xi \rho}, \quad \theta_{2}=\frac{\rho\left(p_{n}\right)^{1 / \rho}}{1-\xi \rho}, \quad \theta_{3}=\frac{\rho^{2} \beta_{n}\left(p_{n}\right)^{1 / \rho}}{(1-\xi \rho)^{2}}
$$

with $\beta_{n}=u_{n} \xi$.

## 3. SIMULATION STUDY

In this section, we carry out a simulation study (by means of the statistical software R, see Ihaka and Gentleman, 1996) to illustrate the performance of our estimation procedure and its comparison with the estimator of Necir and Meraghni (2009). We generate samples from Fréchet distributions with tail $\bar{F}(x)=1-\exp \left(-x^{-1 / \xi}\right), x>0$ (with tail index $\xi=2 / 3$ and $\xi=3 / 4$ ) and two distinct aversion index values $\rho=1.1$ and $\rho=1.2$.

In the first part, we evaluate the accuracy of the confidence intervals via their lengths and coverage probabilities (cov prob), we generate 200 independent replicates of sizes 1000 and 2000 from the selected parent distribution. For each simulated sample, we obtain a value of the estimators premium $\Pi_{\rho}$. The overall estimated premium $\Pi_{\rho}$ is then taken as the empirical mean of the values in the 200 repetitions. We summarize the results in Table 1.

Table 1: Point estimates and $95 \%$-confidence intervals for $\Pi$, based on 200 samples of Fréchet distributed rv's with tail index $2 / 3$ and $3 / 4$ with aversion index 1.1 and 1.2.

| $\xi$ | $2 / 3$ |  |  | $3 / 4$ |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\rho$ | 1.1 |  | 1.2 |  | 1.1 |  | 1.2 |  |
| $\Pi$ | 3.439 |  | 4.699 |  | 5.351 |  | 9.645 |  |
| $n$ | 1000 | 2000 | 1000 | 2000 | 1000 | 2000 | 1000 | 2000 |
| $\widehat{\Pi}_{\rho, n}$ | 3.775 | 3.571 | 4.517 | 4.619 | 5.450 | 5.441 | 9.439 | 9.692 |
| rmse | 0.570 | 0.515 | 0.781 | 0.639 | 0.187 | 0.127 | 0.109 | 0.107 |
| lcb | 2.661 | 2.896 | 2.166 | 3.803 | 3.567 | 3.744 | 5.921 | 6.909 |
| ucb | 4.482 | 4.655 | 6.867 | 6.434 | 7.333 | 7.139 | 12.957 | 12.476 |
| length | 1.821 | 1.759 | 4.701 | 2.631 | 3.765 | 3.395 | 7.036 | 5.567 |
| cprob | 0.785 | 0.815 | 0.75 | 0.821 | 0.975 | 0.98 | 0.85 | 0.85 |

In the second part in this study, we generate 200 independent replicates of sizes 1000 from a Fréchet distribution, we compare the bias and the root mean squared error (RMSE) of the two estimators of $\Pi_{\rho}$ (our estimator $\widehat{\Pi}_{\rho, n}$ with the estimator of Necir and Meraghni $\widetilde{\Pi}_{\rho, n}$ ). The results are presented in Table 2.

Table 2: Analog between the new estimator and the estimator of Necir and Meraghni for the premium hazard proportional for two tail index and two risk aversions index.

| $\xi$ | $2 / 3$ |  | $3 / 4$ |  |
| :---: | :---: | :---: | :---: | :---: |
| $\rho$ | 1.1 | 1.2 | 1.1 | 1.2 |
| $\Pi_{\rho}$ | 3.44 | 4.699 | 5.350 | 9.645 |
| $\widehat{\Pi}_{\rho, n}$ | 3.527 | 4.807 | 5.359 | 9.499 |
| bias | 0.087 | 0.108 | 0.009 | 0.142 |
| RMSE | 0.335 | 0.592 | 0.516 | 0.933 |
| $\widetilde{\Pi}_{\rho, n}$ | 4.221 | 4.938 | 5.452 | 9.915 |
| bias | 0.781 | 0.238 | 0.136 | 0.262 |
| RMSE | 0.867 | 0.665 | 0.674 | 1.131 |

## 4. PROOF OF THE MAIN RESULT

The following proposition is instrumental for the proof of our result

Proposition 4.1. Let $F$ be a distribution function fulfilling (1.3) with $\xi \in(0,1), \delta>0$ and some real $c$. Suppose that $\mathbb{L}$ is locally bounded in $\left[x_{0},+\infty\right)$ for $x_{0} \geq 0$. Then, for $n$ large enough, for any $u_{n}=O\left(n^{\alpha \xi}\right), \alpha \in(0,1)$, we have

$$
\begin{aligned}
& p_{n}=P\left(X_{1}>u_{n}\right)=c(1+o(1)) n^{-\alpha} \\
& \gamma_{n}^{2}=\operatorname{var}\left(\int_{0}^{u_{n}}(\bar{F}(x))^{1 / \rho-1} \mathbf{1}_{\left\{X_{1} \leq x\right\}} d x\right)=O\left(n^{2 \alpha(\xi-1 / \rho+1)}\right)
\end{aligned}
$$

and

$$
\sqrt{n p_{n}} u_{n}^{-\delta} \mathbb{L}\left(u_{n}\right)=O\left(n^{-\alpha / 2-\alpha \xi \delta+1 / 2}\right)
$$

Proof of the Theorem 2.1: Let us write

$$
\begin{equation*}
\sqrt{n}\left(\widehat{\Pi}_{\rho, n}-\Pi_{\rho}\right)=A_{n}+B_{n} \tag{4.1}
\end{equation*}
$$

where

$$
A_{n}=\sqrt{n} \int_{0}^{u_{n}}\left[\left(\bar{F}_{n}(x)\right)^{1 / \rho}-(\bar{F}(x))^{1 / \rho}\right] d x
$$

and

$$
B_{n}=\sqrt{n}\left(\widehat{p}_{n}^{1 / \rho} \frac{\rho \widehat{\beta}_{n}}{1-\widehat{\xi}_{n} \rho}-\int_{u_{n}}^{\infty}(\bar{F}(x))^{1 / \rho} d x\right) .
$$

We begin by $B_{n}$, we may rewrite $B_{n}$ as follows:

$$
B_{n}=B_{n, 1}+B_{n, 2}
$$

where

$$
B_{n, 1}=\left(\widehat{p}_{n}\right)^{1 / \rho} \frac{\rho \widehat{\beta}_{n}}{1-\widehat{\xi}_{n} \rho}-\left(p_{n}\right)^{1 / \rho} \frac{\rho \beta_{n}}{1-\xi \rho},
$$

and

$$
B_{n, 2}=\left(p_{n}\right)^{1 / \rho} \frac{\rho \beta_{n}}{1-\xi \rho}-\int_{u_{n}}^{\infty}(\bar{F}(s))^{1 / \rho} d s
$$

First, observe that $B_{n, 1}$, may be rewrite into

$$
\begin{aligned}
B_{n, 1}= & \frac{\rho \widehat{\beta}_{n}}{1-\widehat{\xi}_{n} \rho} \sqrt{n}\left(\left(\widehat{p}_{n}\right)^{1 / \rho}-\left(p_{n}\right)^{1 / \rho}\right) \\
& +\left(p_{n}\right)^{1 / \rho} \frac{\rho}{1-\widehat{\xi}_{n} \rho} \sqrt{n}\left(\widehat{\beta}_{n}-\beta_{n}\right) \\
& +\frac{\rho^{2} \beta_{n}\left(p_{n}\right)^{1 / \rho}}{\left(1-\widehat{\xi}_{n} \rho\right)(1-\xi \rho)} \sqrt{n}\left(\widehat{\xi}_{n}-\xi\right) .
\end{aligned}
$$

From Smith (1987), we have, as $n \rightarrow \infty$

$$
\begin{equation*}
\widehat{\beta}_{n} / \beta_{n}-1=O_{\mathbb{P}}\left(u_{n}^{-\delta} \mathbb{L}\left(u_{n}\right)\right) \quad \text { and } \quad \widehat{\xi}_{n}-\xi=O_{\mathbb{P}}\left(u_{n}^{-\delta} \mathbb{L}\left(u_{n}\right)\right) \tag{4.2}
\end{equation*}
$$

On the other hand, by the central limit theorem, we have

$$
\begin{equation*}
\widehat{p}_{n}-p_{n}=O_{\mathbb{P}}\left(\sqrt{p_{n} / n}\right) \quad \text { as } \quad n \rightarrow \infty \tag{4.3}
\end{equation*}
$$

Then, with the delta method, we obtain

$$
\begin{aligned}
B_{n, 1}= & \theta_{1}\left(1+o_{\mathbb{P}}(1)\right) \sqrt{n}\left(\widehat{p}_{n}-p_{n}\right) \\
& +\theta_{2}\left(1+o_{\mathbb{P}}(1)\right) \sqrt{n}\left(\widehat{\beta}_{n}-\beta_{n}\right) \\
& +\theta_{3}\left(1+o_{\mathbb{P}}(1)\right) \sqrt{n}\left(\widehat{\xi}_{n}-\xi\right)
\end{aligned}
$$

where

$$
\theta_{1}=\frac{\beta\left(p_{n}\right)^{1 / \rho-1}}{1-\xi \rho}, \quad \theta_{2}=\frac{\rho\left(p_{n}\right)^{1 / \rho}}{1-\xi \rho}, \quad \theta_{3}=\frac{\rho^{2} \beta\left(p_{n}\right)^{1 / \rho}}{(1-\xi \rho)^{2}}
$$

Either, for $B_{n, 2}$, we have

$$
B_{n, 2}=\left(p_{n}\right)^{1 / \rho} \frac{\rho \beta_{n}}{\xi \rho-1}-\int_{u_{n}}^{\infty}(\bar{F}(s))^{1 / \rho} d s
$$

We may rewrite

$$
\bar{F}_{u_{n}}(s)=\frac{\bar{F}\left(u_{n}+s\right)}{\bar{F}\left(u_{n}\right)}=\left(1+\frac{s}{u_{n}}\right)^{-1 / \xi} \frac{1+\left(u_{n}+s\right)^{-\delta} \mathbb{L}\left(u_{n}+s\right)}{1+u_{n}^{-\delta} \mathbb{L}\left(u_{n}\right)}
$$

This allows us to rewrite

$$
\begin{aligned}
\int_{0}^{\infty}(\bar{F}(s+ & \left.\left.u_{n}\right)\right)^{1 / \rho} d s= \\
= & \left(\bar{F}\left(u_{n}\right)\right)^{1 / \rho} \int_{0}^{\infty}\left(\overline{F_{u n}}(s)\right)^{1 / \rho} d s \\
= & \left(\bar{F}\left(u_{n}\right)\right)^{1 / \rho} \int_{0}^{\infty}\left[\left(1+\frac{s}{u_{n}}\right)^{-1 / \xi} \frac{1+\left(u_{n}+s\right)^{-\delta} \mathbb{L}\left(u_{n}+s\right)}{1+u_{n}^{-\delta} \mathbb{L}\left(u_{n}\right)}\right]^{1 / \rho} d s \\
= & p_{n}^{1 / \rho}\left(\frac{1}{1+u_{n}^{-\delta} \mathbb{L}\left(u_{n}\right)}\right)^{1 / \rho} \\
& \times \int_{0}^{\infty}\left[\left(1+\frac{s}{u_{n}}\right)^{-1 / \xi}\left(1+\left(u_{n}+s\right)^{-\delta} \mathbb{L}\left(u_{n}+s\right)\right)\right]^{1 / \rho} d s \\
= & p_{n}^{1 / \rho}\left(\frac{1}{1+u_{n}^{-\delta} \mathbb{L}\left(u_{n}\right)}\right)^{1 / \rho} u_{n}^{1 / \xi \rho} \int_{u_{n}}^{\infty} x^{-1 / \xi \rho}\left(1+x^{-\delta} \mathbb{L}(x)\right)^{1 / \rho} d x \\
= & p_{n}^{1 / \rho}\left(\frac{1}{1+u_{n}^{-\delta} \mathbb{L}\left(u_{n}\right)}\right)^{1 / \rho} u_{n}^{1 / \xi \rho} \\
& \times\left[\left(\frac{\xi \rho}{1-\xi \rho} u_{n}^{1-1 / \xi \rho}\right)+\int_{u_{n}}^{\infty} x^{-1 / \xi \rho-\delta} \mathbb{L}(x)^{1 / \rho} d x\right]
\end{aligned}
$$

Since function $\mathbb{L}$ is locally bounded in $\left[x_{0}, \infty\right)$ for $x_{0} \geq 0$ and $x^{-\delta} \mathbb{L}(x)$ is nonincreasing near infinity, then for all large $n$, we have

$$
u_{n}^{1 / \xi \rho} \int_{u_{n}}^{\infty} x^{-1 / \xi \rho-\delta} \mathbb{L}(x)^{1 / \rho} d x=O\left(u_{n}^{-\delta}\right),
$$

and therefore, for all large $n$

$$
\int_{u_{n}}^{\infty} \bar{F}(x)^{1 / \rho} d x=p_{n}^{1 / \rho} \frac{\beta_{n} \rho}{1-\xi \rho}\left(1-u_{n}^{-\delta} \mathbb{L}\left(u_{n}\right)+O\left(u_{n}^{-\delta} \mathbb{L}\left(u_{n}\right)\right)\right)^{1 / \rho}
$$

Consequently

$$
B_{n, 2}=O\left(u_{n}^{1-1 / \rho \xi-\delta / \rho}\right),
$$

which means, since $1-1 / \rho \xi-\delta / \rho<0$, that $B_{n, 2} \xrightarrow{P} 0$ as $n \rightarrow \infty$.
For $A_{n}$, we have

$$
\begin{equation*}
A_{n}=\sqrt{n} \int_{0}^{u_{n}}\left[\left(\bar{F}_{n}(x)\right)^{1 / \rho}-(\bar{F}(x))^{1 / \rho}\right] d x . \tag{4.4}
\end{equation*}
$$

We next show that, the right-hand side of (4.4), converge to 0 in probability, by
the use of the Taylor formula, we have

$$
\begin{aligned}
\int_{0}^{u_{n}} & {\left[\left(\bar{F}_{n}(x)\right)^{1 / \rho}-(\bar{F}(x))^{1 / \rho}\right] d x=} \\
& =\frac{1}{\rho} \int_{0}^{u_{n}}\left(\bar{F}_{n}(x)-\bar{F}(x)\right)(\bar{F}(x))^{1 / \rho-1} d x \\
& =-\frac{1}{\rho} \int_{0}^{u_{n}}\left(F_{n}(x)-F(x)\right)(\bar{F}(x))^{1 / \rho-1} d x \\
& =-\frac{1}{\rho} \int_{0}^{u_{n}}\left(\frac{1}{n} \sum \mathbf{1}\left(X_{i} \leq x\right)-F(x)\right)(\bar{F}(x))^{1 / \rho-1} d x \\
& =-\frac{1}{\rho}\left[\frac{1}{n} \sum \int_{0}^{u_{n}} \mathbf{1}\left(X_{i} \leq x\right)(\bar{F}(x))^{1 / \rho-1} d x-\int_{0}^{u_{n}} F(x)(\bar{F}(x))^{1 / \rho-1} d x\right] \\
& =-\frac{1}{\rho}\left[\bar{Z}-\mathbb{E}\left[Z_{1}\right]\right]
\end{aligned}
$$

where

$$
Z_{i}:=\int_{0}^{u_{n}}(\bar{F}(x))^{1 / \rho-1} \mathbf{1}\left(X_{i} \leq x\right) d x
$$

We assume that

$$
\gamma_{n}^{2}=\operatorname{var}\left(Z_{1}\right)
$$

We are going to calculate $\gamma_{n}$. For $\bar{F}(x)=x^{-1 / \xi} O(1)$ and $u_{n}=n^{\alpha \xi} O(1)$, we have

$$
\begin{aligned}
\mathbb{E}\left[Z_{i}\right] & =\int_{0}^{u_{n}}(\bar{F}(x))^{1 / \rho-1} \mathbb{E}\left[\mathbf{1}\left(X_{i} \leq x\right)\right] d x \\
& =\int_{0}^{u_{n}}(\bar{F}(x))^{1 / \rho-1}(1-\bar{F}(x)) d x \\
& =\int_{0}^{u_{n}}(\bar{F}(x))^{1 / \rho-1} d x-\int_{0}^{u_{n}}(\bar{F}(x))^{1 / \rho} d x \\
& =\left(\int_{0}^{u_{n}}\left(x^{-1 / \xi(1 / \rho-1)}\right) d x-\int_{0}^{u_{n}}\left(x^{-1 / \xi \rho}\right) d x\right) O(1) \\
& =\left(\frac{\rho \xi\left(u_{n}^{1-1 / \xi \rho+1 / \xi}\right)}{\rho \xi+\xi-1}-\frac{\rho \xi\left(u_{n}^{1-1 / \xi \rho}\right)}{\xi \rho-1}\right) O(1)
\end{aligned}
$$

and

$$
\begin{aligned}
E\left(Z_{i}^{2}\right) & =E\left[\int_{0}^{u_{n}}(\bar{F}(x))^{1 / \rho-1} \mathbf{1}\left(X_{i} \leq x\right) d x \int_{0}^{u_{n}}(\bar{F}(y))^{1 / \rho-1} \mathbf{1}\left(X_{i} \leq y\right) d y\right] \\
& =\left[\int_{0}^{u_{n}} \int_{0}^{u_{n}}(\bar{F}(x))^{1 / \rho-1}(\bar{F}(y))^{1 / \rho-1} E\left[\mathbf{1}\left(X_{i} \leq x\right) \mathbf{1}\left(X_{i} \leq y\right)\right] d x d y\right] \\
& =\left[\int_{0}^{u_{n}} \int_{0}^{u_{n}}(\bar{F}(x))^{1 / \rho-1}(\bar{F}(y))^{1 / \rho-1} \min (F(x), F(y)) d x d y\right]=
\end{aligned}
$$

$$
\begin{aligned}
= & \int_{0}^{u_{n}}(\bar{F}(x))^{1 / \rho-1}\left(\int_{0}^{x}(\bar{F}(y))^{1 / \rho-1} F(y) d y\right) d x \\
& +\int_{0}^{u_{n}}(\bar{F}(y))^{1 / \rho-1}\left(\int_{x}^{u_{n}}(\bar{F}(x))^{1 / \rho-1} F(x) d x\right) d y \\
= & \left(\frac{\rho^{2} \xi^{2}\left(u_{n}^{2(1-1 / \xi \rho+1 / \xi)}\right)}{(\rho \xi+\rho-1)^{2}}-\frac{2 \rho^{2} \xi^{2}\left(u_{n}^{2-2 / \xi \rho+1 / \xi}\right)}{(\xi \rho-1)(2 \rho \xi+\rho-2)}\right) O(1)
\end{aligned}
$$

we conclude that

$$
\gamma_{n}=n^{\alpha(\xi-1 / \rho)} O(1)
$$

Now, we show that

$$
\frac{\sqrt{n}}{\gamma_{n}}\left(\bar{Z}-\mathbb{E}\left[Z_{1}\right]\right) \xrightarrow{\mathcal{D}} \mathcal{N}(0,1), \quad \text { as } \quad n \rightarrow \infty .
$$

With Lindeberg-Feller Theorem (see e.g. Chapter 2 in Durrett (1996)), note that

$$
\begin{aligned}
\frac{\sqrt{n}}{\gamma_{n}}\left(\bar{Z}-\mathbb{E}\left[Z_{1}\right]\right) & =\sum_{k=1}^{n} \frac{\int_{0}^{u_{n}}(\bar{F}(x))^{1 / \rho-1} \mathbf{1}\left(X_{k} \leq x\right) d x-\mathbb{E}\left[Z_{1}\right]}{\gamma_{n} \sqrt{n}} \\
& =\sum_{k=1}^{n} S_{k, n}
\end{aligned}
$$

where

$$
\mathbb{E}\left(S_{k, n}\right)=0, \quad \mathbb{E}\left(S_{k, n}^{2}\right)=1 / n \quad \text { and } \quad \sum_{k=1}^{n} \mathbb{E}\left(S_{k, n}^{2}\right)=1 \quad \text { for all } \quad n \geq 1
$$

We need to show that

$$
\sum_{k=1}^{n} \mathbb{E}\left[\left|S_{k, n}\right|^{2} \mathbf{1}\left(\left|S_{k, n}\right|>\epsilon\right)\right] \rightarrow 0, \quad \text { as } \quad n \rightarrow \infty
$$

Indeed, we have

$$
\sum_{k=1}^{n} \mathbb{E}\left[\left|S_{k, n}\right|^{2} \mathbf{1}\left(\left|S_{k, n}\right|>\epsilon\right)\right]=\frac{1}{\gamma_{n}^{2}} \mathbb{E}\left[\left[Z_{k}-\mathbb{E}\left[Z_{1}\right]\right]^{2} \mathbf{1}\left(\left|Z_{k}-\mathbb{E}\left[Z_{1}\right]\right|>\epsilon \gamma_{n} \sqrt{n}\right)\right]
$$

Since $\left|Z_{k}-\mathbb{E}\left[Z_{1}\right]\right| \leq u_{n}$, then the right side of the previous inequality is less or equal than

$$
\frac{u_{n}^{2}}{\gamma_{n}^{2}} \mathbb{E}\left[\mathbf{1}\left|Z_{k}-\mathbb{E}\left[Z_{1}\right]\right|>\epsilon \gamma_{n} \sqrt{n}\right]=\frac{u_{n}^{2}}{\gamma_{n}^{2}} \mathbb{P}\left[\left|Z_{k}-\mathbb{E}\left[Z_{1}\right]\right|>\epsilon \gamma_{n} \sqrt{n}\right]
$$

In view of Tchebychev's inequality, we get

$$
\frac{u_{n}^{2}}{\gamma_{n}^{2}} \mathbb{P}\left[\left|Z_{k}-\mathbb{E}\left[Z_{1}\right]\right|>\epsilon \gamma_{n} \sqrt{n}\right] \leq \frac{u_{n}^{2}}{\gamma_{n}^{2}} \frac{1}{\left(\epsilon \gamma_{n} \sqrt{n}\right)^{2}}
$$

Further, for all $\alpha \in(0,1), \xi \in(0,1)$ and $\epsilon>0$, with $u_{n}=O\left(n^{\alpha \xi}\right)$ was used, then

$$
\frac{u_{n}^{2}}{\epsilon n \gamma_{n}^{4}}=n^{-2 \alpha \xi+4 \alpha / \rho-1} O(1)
$$

We must assume: $4 \alpha / \rho-2 \alpha \xi<1$ for that $\sum_{k=1}^{n} \mathbb{E}\left[\left|S_{k, n}\right|^{2} \mathbf{1}\left(\left|S_{k, n}\right|>\epsilon\right)\right] \rightarrow 0$ as $n \rightarrow \infty$.
Finally, we obtain that

$$
\begin{aligned}
\frac{\sqrt{n}}{\gamma_{n}}\left(\widehat{\Pi}_{\rho, n}-\Pi_{\rho}\right) \rightarrow & -\frac{1}{\rho} \frac{\sqrt{n}}{\gamma_{n}}\left(\bar{Z}-\mathbb{E}\left[Z_{1}\right]\right)+\theta_{1} \frac{\sqrt{p_{n}\left(1-p_{n}\right)}}{\gamma_{n}} \frac{\sqrt{n}\left(\widehat{p}_{n}-p_{n}\right)}{\sqrt{p_{n}\left(1-p_{n}\right)}} \\
& +\frac{\theta_{2} \beta_{n}}{\sqrt{p_{n}} \gamma_{n}} \sqrt{n p_{n}}\left(\widehat{\beta}_{n} / \beta_{n}-1\right)+\frac{\theta_{3}}{\sqrt{p_{n}} \gamma_{n}} \sqrt{n p_{n}}\left(\widehat{\xi}_{n}-\xi\right)+o_{\mathbb{P}}(1)
\end{aligned}
$$

This enable us to rewrite into

$$
\begin{aligned}
\frac{\sqrt{n}}{\gamma_{n}}\left(\widehat{\Pi}_{\rho, n}-\Pi_{\rho}\right) \rightarrow & -\frac{1}{\rho} \mathcal{W}_{1}+\theta_{1} \frac{\sqrt{p_{n}\left(1-p_{n}\right)}}{\gamma_{n}} \mathcal{W}_{2} \\
& +\frac{\sqrt{2(1+\xi)} \theta_{2} \beta_{n}}{\sqrt{p_{n}} \gamma_{n}} \mathcal{W}_{3}+\frac{(1+\xi) \theta_{3}}{\sqrt{p_{n}} \gamma_{n}} \mathcal{W}_{4}+o_{\mathbb{P}}(1)
\end{aligned}
$$

where $\left(\mathcal{W}_{i}\right)_{i=1,4}$ are standard normal rv's with $E\left[\mathcal{W}_{i} \mathcal{W}_{j}\right]=0$ for every $i, j=$ $1, \ldots, 4$, except for

$$
\begin{aligned}
E\left[\mathcal{W}_{3} \mathcal{W}_{4}\right] & =E\left[\frac{1}{\sqrt{2(1+\xi)}} \sqrt{n p_{n}}\left(\widehat{\beta}_{n} / \beta_{n}-1\right) \frac{1}{(1+\xi)} \sqrt{n p_{n}}\left(\widehat{\xi}_{n}-\xi\right)\right] \\
& =\frac{1}{(1+\xi) \sqrt{2(1+\xi)}} E\left[\sqrt{n p_{n}}\left(\widehat{\beta}_{n} / \beta_{n}-1\right) \sqrt{n p_{n}}\left(\widehat{\xi}_{n}-\xi\right)\right] \\
& =-\frac{1}{\sqrt{2(1+\xi)}} .
\end{aligned}
$$

From Lemma A-2 of Johansson 2003, under the assumptions of Theorem 2.1, we have, for any real numbers, $t_{1}, t_{2}, t_{3}$ and $t_{4}$,

$$
\begin{aligned}
\mathbb{E}\left[\operatorname { e x p } \left\{i t_{1} \frac{\sqrt{n}}{\gamma_{n}}\left(\bar{Z}-\mathbb{E}\left[Z_{1}\right]\right)\right.\right. & \left.\left.+i \sqrt{n p_{n}}\left(t_{2}, t_{3}\right)\binom{\widehat{\beta}_{n} / \beta-1}{\widehat{\xi}_{n}-\xi}+i t_{4} \frac{\sqrt{n}\left(\widehat{p}_{n}-p_{n}\right)}{\sqrt{p_{n}\left(1-p_{n}\right)}}\right\}\right] \\
& \rightarrow \exp \left\{-\frac{t_{1}^{2}}{2}-\frac{1}{2}\left(t_{2}, t_{3}\right) \mathbb{Q}^{-1}\binom{t_{2}}{t_{3}}-\frac{t_{4}^{2}}{2}\right\}\left(1+o_{\mathbb{P}}(1)\right)
\end{aligned}
$$

as $n \rightarrow \infty$, where $\mathbb{Q}^{-1}$ is that in $(2.6), \gamma_{n}^{2}=\operatorname{Var}\left(Z_{1}\right)$ and $i^{2}=-1$.
It follows that, with this result that

$$
\frac{\sqrt{n}}{\gamma_{n} \sigma_{n}}\left(\widehat{\Pi}_{\rho, n}-\Pi_{\rho}\right) \xrightarrow{\mathcal{D}} \mathcal{N}(0,1), \quad \text { as } \quad n \rightarrow \infty
$$

where

$$
\begin{aligned}
\sigma_{n}^{2}:= & \frac{1}{\rho^{2}}+\frac{\theta_{1}^{2}}{\gamma_{n}^{2}} p_{n}\left(1-p_{n}\right)+\frac{2(1+\xi) \theta_{2}^{2} \beta_{n}^{2}}{p_{n} \gamma_{n}^{2}} \\
& +\frac{(1+\xi)^{2} \theta_{3}^{2}}{p_{n} \gamma_{n}^{2}}-2 \frac{(1+\xi) \beta_{n} \theta_{2} \theta_{3}}{p_{n} \gamma_{n}^{2}}
\end{aligned}
$$

This complete the proof of Theorem (2.1).
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