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## Abstract:

- In the context of nonparametric regression, we study conditions under which the consistency (and rates of convergence) of estimators built from discretely sampled curves can be derived from the consistency of estimators based on the unobserved whole trajectories. As a consequence, we derive asymptotic results for most of the regularization techniques used in functional data analysis, including smoothing and basis representation.
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## 1. INTRODUCTION

Technological progress in collecting and storing data provides datasets recorded at finite grids of points that become denser and denser over time. Although in practice data always comes in the form of finite dimensional vectors, from the theoretical point of view, the classic multivariate techniques are not well suited to deal with data which, essentially, is infinite dimensional and whose observations within the same curve are highly correlated.

From a practical point of view, a commonly used technique to treat this kind of data is to transform the (observed) discrete values into a function via smoothing or a series approximations (see [5], [21], [24, 25, 26], or chapter 9 of [13] and the references therein). For the analysis, we can use the intrinsic infinite dimensional nature of the data and assume the existence of continuous underlying stochastic processes which are observed ideally at every point. In this context, the theoretical analysis is performed on the functional space where they take values (see [15]). In what follows, we will refer to this last setting as the full model.

Nonparametric regression is an important tool in functional data analysis (FDA) which has received considerable attention from different authors in both settings. For the full model, consistency results have been obtained by, among others, [1], [3], [4], [7], [10], [15], [22], and [23]. In particular, [16] (see also the Corrigendum [17]) prove a consistency result close to universality for the kernel (with random bandwidth) estimator. The first contribution of the present paper will be to prove the consistency of the $k$-nearest neighbor with kernel regression estimator (Proposition 2.2) when the full trajectories are observed. This family, considered by [12], combines the smoothness properties of the kernel function with the locality properties of the $k$-nearest neighbors distances.

Regarding regression when discretized curves are available, [19] study the mean square consistency of the kernel estimator when the sample size as well as the grid size discretization go to infinity. More precisely, from independent realizations of a random process with continuous covariance structure, they estimate the regression function, assuming its smoothness. Under the same assumptions, but using interpolation of the data, [27], in a mainly practical approach, propose a method to estimate the regression function via smoothing splines (see also [20]). More recently, [8] establish minimax rates of convergence of estimators of the mean based on discretized sampled data while [9] establish the minimax rates of convergence for the covariance operator when data are observed on a lattice (see also [18] for the problem of principal components analysis for longitudinal data). In this context it is natural to assess the relation between the ideal nonparametric regression estimator constructed with the entire set of curves and the one computed with the discretized sample. In this direction, we are interested in addressing the following question:

- Under what conditions can the consistency (and rates of convergence) of the estimate computed with the discretized trajectories be derived from the consistency of the estimate based on the full curves?

Clearly, the asymptotic results for estimates computed with the discretized sample will not be a direct consequence of those for the full model. However, we provide reasonable conditions in order to still get the consistency and find rates of convergence of the estimator.

In this context we state the results for the well known kernel and $k$-nearest neighbor with kernel estimators. These results are a consequence of a more general result, which, besides discretization, also includes the cases of regularization via smoothing and basis representation.

This paper is organized as follows: In Section 2 we state the consistency of the $k$-nearest neighbor with kernel estimator in the infinite dimensional setting (for the full model). This result is not only interesting by itself but also, it will be used to prove consistency results when discretely sample data are available. In Section 3 we provide conditions for the consistency of the kernel and $k$-nearest neighbor with kernel estimators when we do not observe the whole trajectories but only a function of them (Theorems 3.1 and 3.2). In Section 4 the results for discretization, smoothing and basis representation are obtained as a consequence of Theorems 3.1 and 3.2. Finally, in Section 5 we perform a small simulation study where we compare the behaviour of the estimators computed with the discretized trajectories and with the full curves. Proofs are given in Appendices A and B.

## 2. CONSISTENCY RESULTS FOR FULLY OBSERVED CURVES

In this section we provide two $L^{2}$-consistency results for the full model, i.e., when ideally all trajectories are observed at every point of the interval $[0,1]$. The first one corresponds to kernel estimates, and was obtained in [16], while the second one for $k$-NN with kernel estimates is derived in the present paper. Both results will be used, in Section 3, to prove the consistency of that estimators when only discretely sampled curves in $[0,1]$ are observed.

We will use the notation $f \lesssim g$ when there exists a constant $C>0$ such that $f \leq C g$ and $f \approx g$ if there exists a constant $C>0$ such that $f=C g$.

Let $(\mathcal{H}, d)$ be a separable metric space and let $\left(\mathcal{X}_{1}, Y_{1}\right), \ldots\left(\mathcal{X}_{n}, Y_{n}\right)$ be independent identically distributed (i.i.d.) random elements in $\mathcal{H} \times \mathbb{R}$ with the same law as the pair ( $\mathcal{X}, Y$ ) fulfilling the model:

$$
\begin{equation*}
Y=\eta(\mathcal{X})+e, \tag{2.1}
\end{equation*}
$$

where the error $e$ satisfies $\mathbb{E}_{e \mid \mathcal{X}}(e \mid \mathcal{X})=0$ and $\operatorname{var}_{e \mid \mathcal{X}}(e \mid \mathcal{X})=\sigma^{2}<\infty$. In this context, the regression function $E(Y \mid \mathcal{X})=\eta(\mathcal{X})$ can be estimated by

$$
\begin{equation*}
\widehat{\eta}_{n}(\mathcal{X})=\sum_{i=1}^{n} W_{n i}(\mathcal{X}) Y_{i} \tag{2.2}
\end{equation*}
$$

where the weights $W_{n i}(\mathcal{X})=W_{n i}\left(\mathcal{X}, \mathcal{X}_{1}, \ldots, \mathcal{X}_{n}\right) \geq 0$ and $\sum_{i=1}^{n} W_{n i}(\mathcal{X})=1$. In this paper, we first consider the weights corresponding to the family of kernel estimators given by

$$
\begin{equation*}
W_{n i}(\mathcal{X})=\frac{K\left(\frac{d\left(\mathcal{X}, \mathcal{X}_{i}\right)}{h_{n}(\mathcal{X})}\right)}{\sum_{j=1}^{n} K\left(\frac{d\left(\mathcal{X}, \mathcal{X}_{j}\right)}{h_{n}(\mathcal{X})}\right)}, \tag{2.3}
\end{equation*}
$$

where $K$ is a regular kernel, i.e., there are constants $0<c_{1}<c_{2}<\infty$ such that $c_{1} \mathbb{I}_{[0,1]}(u) \leq$ $K(u) \leq c_{2} \mathbb{I}_{[0,1]}(u)$. Here $0 / 0$ is assumed to be 0 . In this general setting, [16] proved the following result.

Proposition 2.1 (Theorem 5.1 in [16]). Assume that
K1) $K$ is a regular and Lipschitz kernel;
F1) $(\mathcal{H}, d)$ is a separable metric space;
F2) $\left\{\left(\mathcal{X}_{i}, Y_{i}\right)\right\}_{i \geq 1}$ are i.i.d. random elements with the same law as the pair $(\mathcal{X}, Y) \in$ $\mathcal{H} \times \mathbb{R}$ fulfilling model (2.1) with, for each $i=1, \ldots, n$, joint distribution $\mathbb{P}_{\mathcal{X}, \mathcal{X}_{i}}$;
F3) $\mu$ is a Borel probability measure of $\mathcal{X}$ and $\eta \in L^{2}(\mathcal{H}, \mu)=\{f: \mathcal{H} \rightarrow \mathbb{R}$ : $\left.\int_{\mathcal{H}} f^{2}(z) d \mu(z)<\infty\right\}$ is a bounded function which satisfies the Besicovitch condition:

$$
\begin{equation*}
\lim _{\delta \rightarrow 0} \frac{1}{\mu(\mathcal{B}(\mathcal{X}, \delta))} \int_{\mathcal{B}(\mathcal{X}, \delta)}|\eta(z)-\eta(\mathcal{X})| d \mu(z)=0 \tag{2.4}
\end{equation*}
$$

in probability, where $\mathcal{B}(\mathcal{X}, \delta)$ is the closed ball of center $\mathcal{X}$ and radius $\delta$ with respect to $d$.

For any $x \in \operatorname{supp}(\mu)$ and any sequence $h_{n}(x) \rightarrow 0$ such that $\frac{n \mu\left(\mathcal{B}\left(x, h_{n}(x)\right)\right.}{\log n} \rightarrow \infty$, the estimator given in (2.2) with weights given in (2.3) satisfies

$$
\lim _{n \rightarrow \infty} \mathbb{E}\left(\left(\widehat{\eta}_{n}(\mathcal{X})-\eta(\mathcal{X})\right)^{2}\right)=0
$$

Remark 2.1. The Besicovitch condition in F3 is a differentiation type condition which, as is well known, in finite dimensional spaces automatically holds for any integrable function $\eta$. Unfortunately, it is no longer true in infinite dimensional spaces and it can be proved, for instance, that it is necessary in order to get the $L_{1}$-consistency of uniform kernel estimates (see Proposition 5.1 in [16]). However, it holds in a general setting if, for instance, the function $\eta$ is continuous. For a deeper reading on this topic see [10] or [16].

Remark 2.2. Note that for $x \in \operatorname{supp}(\mu)$ the consistency of this estimator holds for every sequence $\tilde{h}_{n}(x) \rightarrow 0$ such that $\tilde{h}_{n}(x) \geq h_{n}(x)$, where $h_{n}(x)$ is given in Proposition 2.1, since if $\tilde{h}_{n}(x) \geq h_{n}(x)$, then $\frac{n \mu\left(\mathcal{B}\left(x, \tilde{h}_{n}(x)\right)\right.}{\log n} \geq \frac{n \mu\left(\mathcal{B}\left(x, h_{n}(x)\right)\right.}{\log n} \rightarrow \infty$.

The existence of a sequence verifying $\frac{n \mu\left(\mathcal{B}\left(x, h_{n}(x)\right)\right.}{\log n} \rightarrow \infty$ in Proposition 2.1 follows from the next lemma.

Lemma 2.1 (Lemma A. 5 in [16]). For any $x \in \operatorname{supp}(\mu)$, there exists a sequence of positive real numbers $h_{n}(x) \rightarrow 0$ such that $\frac{n \mu\left(\mathcal{B}\left(x, h_{n}(x)\right)\right.}{\log n} \rightarrow \infty$.

Let $H_{n}(x)$ be the distance from $x$ to its $k_{n}$-nearest neighbor among $\left\{\mathcal{X}_{1}, \ldots, \mathcal{X}_{n}\right\}$. Recall that the $k_{n}$-nearest neighbor of $x$ among $\left\{\mathcal{X}_{1}, \ldots, \mathcal{X}_{n}\right\}$ is the sample point $\mathcal{X}_{i}$ reaching the $k_{n}$-th smallest distance to $x$ in the sample. Then, when the bandwidth in (2.3) is given by $H_{n}(x)$, we obtain the family of $k_{n}$-nearest neighbor ( $k$-NN) with kernel estimates. For the uniform kernel, the consistency of the estimator was proven in [16], Theorem 4.1. For more general kernels, the consistency could be a consequence of Proposition 2.1 if we can prove that $H_{n}(x) \rightarrow 0$ and $\frac{n \mu\left(\mathcal{B}\left(x, H_{n}(x)\right)\right.}{\log n} \rightarrow \infty$. Although it can be proved that $H_{n}(x) \rightarrow 0$ (see [16], Lemma A. 4 stated below) the condition $\frac{n \mu\left(\mathcal{B}\left(x, H_{n}(x)\right)\right.}{\log n} \rightarrow \infty$ is not necessary true for $H_{n}(x)$. However, as we will see in Proposition 2.2, we can still prove the mean square consistency of this estimator under the same weak conditions as in Proposition 2.1.

Lemma 2.2 (Lemma A. 4 in [16]). Let $\mathcal{H}$ be a separable metric space, $\mu$ a Borel probability measure, and $\left\{\mathcal{X}_{i}\right\}_{i=1}^{n}$ a random sample of $\mathcal{X}$. If $x \in \operatorname{supp}(\mu)$ and $k_{n}$ is a sequence of positive real numbers such that $k_{n} \rightarrow \infty$ and $k_{n} / n \rightarrow 0$, then $H_{n}(x) \rightarrow 0$.

Proposition 2.2. Assume K1, F1-F3 hold. Let $k_{n}$ be a sequence of positive real numbers such that $k_{n} \rightarrow \infty, k_{n} / n \rightarrow 0$ and let $H_{n}(x)$ be the distance from $x$ to its $k_{n}$-nearest neighbor among $\left\{\mathcal{X}_{1}, \ldots, \mathcal{X}_{n}\right\}$. Then, the estimator given by (2.2) with weights given in (2.3) is mean square consistent for any sequence $h_{n}(x) \rightarrow 0$ such that $h_{n}(x) \geq H_{n}(x), x \in \operatorname{supp}(\mu)$.

Remark 2.3. Observe that, unlike [15] or [7], we ask $d$ to be a metric not a semimetric (which is a milder condition). Nevertheless, we do not ask for conditions neither on small ball probabilities nor on the smoothness of the regression function as in the cited papers. Further study is needed to extend ours results to the case of semi-metrics.

## 3. CONSISTENCY RESULTS FOR DISCRETELY SAMPLED CURVES

In this section we will assume that we are not able to observe the whole trajectories $\mathcal{X}_{i}$ in $\mathcal{H}$ given in F 2 , but only a function of them. As we will see in Section 4, different choices of that function will correspond to discretizations, eigenfunction expansions, or smoothing. In this context, the weights of the estimator given in (2.3) cannot be computed because we have not a distance $d$ defined for the discretized sample curves (as a consequence, we do not have the validity of the Besicovitch condition (2.4) for the discretized data) or a bandwidth $h_{n}$.

We are interested in defining an estimator and proving its consistency in this setting. For that, let us consider the following assumptions:

H1) $(\mathcal{H}, d)$ is a separable (metric) Hilbert space and $F: \mathcal{H} \rightarrow \mathcal{H}$ is a function such that, for each $i=1, \ldots, n, F\left(\mathcal{X}_{i}\right)=\mathcal{X}_{i}^{p}$;
H2) $\quad d_{p}: \mathcal{H} \times \mathcal{H} \rightarrow \mathbb{R}$ is a semi-metric in $\mathcal{H}$ defined by $d_{p}(\mathcal{X}, \mathcal{Y})=d\left(\mathcal{X}^{p}, \mathcal{Y}^{p}\right)$ such that there exists a sequence $c_{n, p} \rightarrow 0$ as $n, p \rightarrow \infty$ satisfying, for each $i=1, \ldots, n$,

$$
\begin{equation*}
n^{2} \mathbb{E}_{\mathcal{X}}\left(\mathbb{P}_{\mathcal{X}_{i} \mid \mathcal{X}}^{2}\left(\left|d\left(\mathcal{X}, \mathcal{X}_{i}\right)-d_{p}\left(\mathcal{X}, \mathcal{X}_{i}\right)\right| \geq c_{n, p} \mid \mathcal{X} \in \operatorname{supp}(\mu)\right)\right) \rightarrow 0 \tag{3.1}
\end{equation*}
$$

Here, $\mathbb{P}_{\mathcal{Y} \mid \mathcal{X}}^{2}(\cdot)$ means the square of $\mathbb{P}_{\mathcal{Y} \mid \mathcal{X}}(\cdot)$.
Remark 3.1. Observe that in H 1 neither $\mathcal{H}$ nor $F$ change with the sample. This implies that in this case, the functional data falls into the category of sparsely and regularly sampled data.

The estimator of $\eta$ based on $\left\{\left(\mathcal{X}_{i}^{p}, Y_{i}\right)\right\}_{i=1}^{n}$ will be defined as in (2.2) and (2.3) but with the semi-metric $d_{p}$ instead of the metric $d$. More precisely, for $h_{n, p}(\mathcal{X})>0$, we define

$$
\begin{equation*}
\widehat{\eta}_{n, p}(\mathcal{X})=\frac{\sum_{i=1}^{n} K\left(\frac{d_{p}\left(\mathcal{X}, \mathcal{X}_{i}\right)}{h_{n, p}(\mathcal{X})}\right) Y_{i}}{\sum_{j=1}^{n} K\left(\frac{d_{p}\left(\mathcal{X}, \mathcal{X}_{j}\right)}{h_{n, p}(\mathcal{X})}\right)} . \tag{3.2}
\end{equation*}
$$

For this estimator, we state the following two asymptotic results.

Theorem 3.1. Assume K1, F2, F3, H1 and H2 hold.
(a) (Kernel estimator) For any $x \in \operatorname{supp}(\mu)$, let $h_{n}^{*}(x) \rightarrow 0$ be a sequence of positive real numbers such that $\frac{n \mu\left(\mathcal{B}\left(x, h_{n}^{*}(x)\right)\right.}{\log n} \rightarrow \infty$. Then, for $c_{n, p}$ given in H2 and $h_{n, p}(x) \rightarrow 0$ such that there exists a sequence $h_{n}(x) \rightarrow 0, h_{n}(x) \geq h_{n}^{*}(x)$ satisfying:
(H3.1) $\mathbb{E}_{\mathcal{X}}\left(c_{n, p}^{2} / h_{n}^{2}(\mathcal{X})\right) \rightarrow 0$ as $n, p \rightarrow \infty$;
(H3.2) $\quad c_{n, p} \leq h_{n, p}(x)-h_{n}(x) \leq C_{2} c_{n, p}$ for $C_{2} \geq 1$;
we have

$$
\begin{equation*}
\lim _{n, p \rightarrow \infty} \mathbb{E}\left(\left(\widehat{\eta}_{n, p}(\mathcal{X})-\eta(\mathcal{X})\right)^{2}\right)=0 \tag{3.3}
\end{equation*}
$$

(b) ( $k_{n}-$ NN with kernel estimator) Let $c_{n, p}$ given in $H 2$ and $H_{n}(x)$ the distance from $x$ to its $k_{n}$-nearest neighbor among $\left\{\mathcal{X}_{1}, \ldots, \mathcal{X}_{n}\right\}$. For any $x \in \operatorname{supp}(\mu)$, let $h_{n, p}(x) \rightarrow 0$ be such that there exists a sequence $h_{n}(x) \rightarrow 0, h_{n}(x) \geq H_{n}(x)$ satisfying assumptions (H3.1) and (H3.2). Then, for $k_{n} \rightarrow \infty$ and $k_{n} / n \rightarrow 0$ we have (3.3).

Remark 3.2. Observe that the sequence $h_{n}^{*}(x)$ in Theorem 3.1 always exists by Lemma 2.1. In addition, under H2, it is always possible to choose a sequence $h_{n, p}(x) \rightarrow 0$ fulfilling the conditions in Theorem 3.1. Indeed, taking $h_{n}(x)=\max \left\{h_{n}^{*}(x), \sqrt{c_{n, p}}\right\}$ and $h_{n, p}(x)=h_{n}(x)+C c_{n, p}$, with $C \geq 1$, we have that $h_{n}(x) \rightarrow 0, h_{n, p}(x) \rightarrow 0, h_{n}(x) \geq h_{n}^{*}(x)$, (H3.1) holds since $h_{n}(x) \geq \sqrt{c_{n, p}}$ and (H3.2) holds by definition of $h_{n, p}(x)$. The same happens if instead of taking $h_{n}^{*}(x)$ we take $H_{n}(x)$.

Theorem 3.2. Under the assumptions of Theorem 3.1, let $\gamma_{n} \rightarrow \infty$ as $n \rightarrow \infty$ be such that, as $n, p \rightarrow \infty$,
(a) $\mathbb{E}_{\mathcal{X}}\left(\gamma_{n}\left(\frac{c_{n, p}}{h_{n}(\mathcal{X})}\right)^{2}\right) \rightarrow 0 ;$
(b) $\quad \gamma_{n} n^{2} \mathbb{E}_{\mathcal{X}}\left(\mathbb{P}_{\mathcal{X}_{i} \mid \mathcal{X}}^{2}\left(\left|d\left(\mathcal{X}, \mathcal{X}_{i}\right)-d_{p}\left(\mathcal{X}, \mathcal{X}_{i}\right)\right| \geq c_{n, p} \mid \mathcal{X} \in \operatorname{supp}(\mu)\right)\right) \rightarrow 0, \quad$ for $\quad$ each $i=1, \ldots, n$.

Then

$$
\lim _{n \rightarrow \infty} \mathbb{E}\left(\gamma_{n}\left(\widehat{\eta}_{n}(\mathcal{X})-\eta(\mathcal{X})\right)^{2}\right)=0
$$

implies

$$
\lim _{n, p \rightarrow \infty} \mathbb{E}\left(\gamma_{n}\left(\widehat{\eta}_{n, p}(\mathcal{X})-\eta(\mathcal{X})\right)^{2}\right)=0
$$

## 4. PARTICULAR CASES

In this section we provide definitions of $\mathcal{H}$ and $d_{p}$ for discretization, smoothing, and eigenfunction expansions, which satisfy conditions H1 and H2. Then, for any sequence $h_{n, p}(x) \rightarrow 0$ satisfying (H3.1) and (H3.2) in Theorem 3.1, we get the consistency of $\hat{\eta}_{n, p}$ as a consequence of the consistency results for $\hat{\eta}_{n}$ in the full model.

Consider the case where the elements of the dataset are curves in $L^{2}([0,1])$ that are only observed at a discrete set of points in the interval $[0,1]$. More precisely, let us assume that $\left\{\mathcal{X}_{i}\right\}_{i=1}^{n}$ are observed only at some points: $\left(\mathcal{X}_{i}\left(t_{1}\right), \ldots, \mathcal{X}_{i}\left(t_{p+1}\right)\right)$ where $0=t_{1}<t_{2}<\cdots<$ $t_{p+1}=1$, which for simplicity we will assume are equally spaced, i.e., $\Delta t=t_{i+1}-t_{i}=1 / p$. In this case, we will need to require the trajectories to satisfy some regularity condition. More precisely, we will assume that $\mathcal{X}$ is a random element of $\mathcal{H} \doteq H^{1}([0,1])$, the Sobolev space defined as

$$
H^{1}([0,1])=\left\{f:[0,1] \rightarrow \mathbb{R}: f \text { and } D f \in L^{2}([0,1])\right\},
$$

where $D f$ is the weak derivative of $f$, i.e., $D f$ is a function in $L^{2}([0,1])$ which satisfies

$$
\int_{0}^{1} f(t) D \phi(t) d t=-\int_{0}^{1} D f(t) \phi(t) d t, \quad \forall \phi \in C_{0}^{\infty} .
$$

In this space, the norm is defined by

$$
\|f\|_{H^{1}([0,1])}=\|f\|_{L^{2}([0,1])}+\|D f\|_{L^{2}([0,1])}
$$

In this setting, we will prove consistency for the semi-metrics $d_{p}$ given below.

### 4.1. Discretization

Consider the semi-metric

$$
d_{p}\left(\mathcal{X}, \mathcal{X}_{1}\right)=d\left(\mathcal{X}^{p}, \mathcal{X}_{1}^{p}\right)=\left(\frac{1}{p} \sum_{j=1}^{p}\left|\mathcal{X}\left(t_{j}\right)-\mathcal{X}_{1}\left(t_{j}\right)\right|^{2}\right)^{1 / 2}
$$

where $\mathcal{X}^{p}(t)=F(\mathcal{X})(t)=\sum_{j=1}^{p} \phi_{j}(t) \mathcal{X}\left(t_{j}\right)$ with $\phi_{j}(t)=\mathbb{I}_{\left[t_{j}, t_{j+1}\right)}(t)$. In this case, consistency will hold for any sequence $c_{n, p} \rightarrow 0$ as $n, p \rightarrow \infty$ such that $n^{2} \mathbb{P}_{\mathcal{X}, \mathcal{X}_{1}}\left(\|\mathcal{X}\|_{\mathcal{H}}+\left\|\mathcal{X}_{1}\right\|_{\mathcal{H}} \geq p c_{n, p}\right) \rightarrow 0$.

### 4.2. Kernel smoothing

Let us consider now the semi-metric

$$
d_{p}\left(\mathcal{X}, \mathcal{X}_{1}\right)=d\left(\mathcal{X}^{p}, \mathcal{X}_{1}^{p}\right)=\left(\int_{0}^{1}\left|\mathcal{X}^{p}(t)-\mathcal{X}_{1}^{p}(t)\right|^{2} d t\right)^{1 / 2}
$$

where $\mathcal{X}^{p}(t)=F(\mathcal{X})(t)=\sum_{j=1}^{p} \phi_{j}(t) \mathcal{X}\left(t_{j}\right)$ with $\phi_{j}(t)=\frac{K\left(\left|t-t_{j}\right| / h\right)}{\sum_{i=1}^{p} K\left(\left|t-t_{i}\right| / h\right)}$ and $K$ is a regular kernel supported in [0,1]. In this case, consistency will be true for any sequence $c_{n, p} \rightarrow 0$ as $n, p \rightarrow \infty$ satisfying $n^{2} \mathbb{P}_{\mathcal{X}, \mathcal{X}_{1}}\left(\|\mathcal{X}\|_{\mathcal{H}}+\left\|\mathcal{X}_{1}\right\|_{\mathcal{H}} \geq p c_{n, p}\right) \rightarrow 0$.

Let us note that if $\mathbb{E}_{\mathcal{X}}\left(\|\mathcal{X}\|_{\mathcal{H}}^{2}\right)<\infty$, the consistency for the cases given in Sections 4.1 and 4.2 will hold for any sequence $c_{n, p}$ such that $\frac{n}{p c_{n, p}} \rightarrow 0$.

### 4.3. Eigenfunction expansions

Let $\mathcal{X}, \mathcal{X}_{1}$ be i.d. random elements on $\mathcal{H}=L^{2}[0,1]$. Let $v_{1}, v_{2}, \ldots$ be the orthonormal eigenfunctions of the covariance operator $\mathbb{E}_{\mathcal{X}}(\mathcal{X}(t) \mathcal{X}(s))$ (without loss of generality we have assumed that $\mathbb{E}(\mathcal{X}(t))=0)$ associated with the eigenvalues $\lambda_{1} \geq \lambda_{2} \geq \ldots$ such that

$$
\mathbb{E}_{\mathcal{X}}(\mathcal{X}(t) \mathcal{X}(s))=\sum_{k=1}^{\infty} \lambda_{k} v_{k}(t) v_{k}(s)
$$

If $\mathbb{E}\left(\int \mathcal{X}^{2}(s) d s\right)<\infty$ is finite, using the Karhunen-Loève representation, we can write $\mathcal{X}$ as

$$
\begin{equation*}
\mathcal{X}(t)=\sum_{k=1}^{\infty}\left(\int \mathcal{X}(s) v_{k}(s) d s\right) v_{k}(t) \doteq \sum_{k=1}^{\infty} \xi_{k} v_{k}(t) \tag{4.1}
\end{equation*}
$$

with $\mathbb{E}\left(\xi_{k}\right)=0, \mathbb{E}\left(\xi_{k} \xi_{j}\right)=0$ (i.e., $\xi_{1}, \xi_{2}, \ldots$ uncorrelated) and $\operatorname{var}\left(\xi_{k}\right)=\mathbb{E}\left(\xi_{k}^{2}\right)=\lambda_{k}=$ $\mathbb{E}\left(\left(\int \mathcal{X}(s) v_{k}(s) d s\right)^{2}\right)$. The classical $L^{2}$-norm in $\mathcal{H}$ can be written as

$$
\begin{equation*}
d\left(\mathcal{X}, \mathcal{X}_{1}\right)=\sqrt{\sum_{k=1}^{\infty}\left(\int\left(\mathcal{X}(t)-\mathcal{X}_{1}(t)\right) v_{k}(t) d t\right)^{2}} \tag{4.2}
\end{equation*}
$$

If we consider the truncated expansion of $\mathcal{X}$ as given in [15],

$$
\begin{equation*}
\mathcal{X}^{p}(t)=\sum_{k=1}^{p}\left(\int \mathcal{X}(s) v_{k}(s) d s\right) v_{k}(t) \tag{4.3}
\end{equation*}
$$

we can define the parametrized class of seminorms from the classical $L^{2}$-norm given by

$$
\|\mathcal{X}\|_{p}=\sqrt{\int\left(\mathcal{X}^{p}(t)\right)^{2} d t}=\sqrt{\sum_{k=1}^{p}\left(\int \mathcal{X}(t) v_{k}(t) d t\right)^{2}}
$$

which leads to the semi-metric

$$
\begin{equation*}
d_{p}\left(\mathcal{X}, \mathcal{X}_{1}\right)=d\left(\mathcal{X}^{p}, \mathcal{X}_{1}^{p}\right)=\sqrt{\sum_{k=1}^{p}\left(\int\left(\mathcal{X}(t)-\mathcal{X}_{1}(t)\right) v_{k}(t) d t\right)^{2}} \tag{4.4}
\end{equation*}
$$

In this case, the consistency will hold for any sequence $c_{n, p} \rightarrow 0$ such that $\frac{n^{2}}{c_{n, p}^{2}} \sum_{k=p+1}^{\infty} \lambda_{k} \rightarrow 0$ as $n, p \rightarrow \infty$.

## 5. SIMULATION STUDY

In order to illustrate the results given in Theorems 3.1 and 3.2 , we perform a small simulation study where we compare the behaviour of the estimators, $\widehat{\eta}_{n}$ and $\widehat{\eta}_{n, p}$ for finite sample sizes settings. Following [7], we simulate $n$ pairs $\left\{\left(\mathcal{X}_{i}(t), Y_{i}\right)\right\}_{i=1}^{n}$ where, for $t \in[0, \pi]$, and for each $i=1, \ldots, n$,

$$
\mathcal{X}_{i}(t)=a_{i} \cos (2 t), \quad a_{i} \sim N(0, \sigma=0.1)
$$

The plot of $n=100$ curves is shown in Figure 1.


Figure 1: Simulated curves for $n=100$.

The responses were generated following the model

$$
Y_{i}=\eta\left(\mathcal{X}_{i}\right)+\epsilon_{i}, \quad \epsilon_{i} \sim N(0, \sigma=0.4)
$$

for different regression functions $\eta$ as listed below:
Setting 1: $\eta\left(\mathcal{X}_{i}\right)=a_{i}^{2} \quad($ see [7]);
Setting 2: $\eta\left(\mathcal{X}_{i}\right)=\left(\int_{0}^{\pi} \sin (4 \pi t) \mathcal{X}_{i}(t) d t\right)^{2} \quad($ see $[11])$;
Setting 3: $\eta\left(\mathcal{X}_{i}\right)=\int_{0}^{\pi}\left|\mathcal{X}_{i}(t)\right| \log \left(\left|\mathcal{X}_{i}(t)\right|\right) d t$ (see [14]);
Setting 4: $\eta\left(\mathcal{X}_{i}\right)=\int_{0}^{\pi} \mathcal{X}_{i}^{2}(t) d t$ (see [2]).
For the full model we used the classical $L^{2}$-metric which in this case gives

$$
\begin{aligned}
d\left(\mathcal{X}_{i}, \mathcal{X}_{j}\right) & =\left(\int_{0}^{\pi}\left(\mathcal{X}_{i}(t)-\mathcal{X}_{j}(t)\right)^{2} d t\right)^{1 / 2}=\left(\int_{0}^{\pi}\left(a_{i}-a_{j}\right)^{2} \cos ^{2}(2 t) d t\right)^{1 / 2} \\
& =\left(\int_{0}^{\pi} \cos ^{2}(2 t) d t\right)^{1 / 2}\left|a_{i}-a_{j}\right|=\sqrt{\frac{\pi}{2}}\left|a_{i}-a_{j}\right|
\end{aligned}
$$

For the discretized model, we divided the interval of time $[0, \pi]$ in $p+1$ subintervals of length $\frac{\pi}{p}$. The semimetric in this case is given by

$$
\begin{aligned}
d_{p}\left(\mathcal{X}, \mathcal{X}_{1}\right) & =d\left(\mathcal{X}^{p}, \mathcal{X}_{1}^{p}\right)=\left(\int_{0}^{\pi}\left|\mathcal{X}^{p}(t)-\mathcal{X}_{1}^{p}(t)\right|^{2} d t\right)^{1 / 2} \\
& \approx\left(\frac{1}{p} \sum_{k=1}^{p}\left(\mathcal{X}_{i}\left(t_{k}\right)-\mathcal{X}_{j}\left(t_{k}\right)\right)^{2}\right)^{1 / 2}
\end{aligned}
$$

For both estimators $\widehat{\eta}_{n}$ and $\widehat{\eta}_{n, p}$, we used the Epanechnikov kernel $K(u)=\frac{3}{4}\left(1-u^{2}\right) \mathbb{I}_{[0,1](u)}$ and the bandwidths $h_{n}$ and $h_{n, p}$ were chosen via cross validation.

In both cases the sample of size $n$ was divided in two samples of the same size, the learning sample, used to compute the optimal smoothing parameter and the testing sample, used to measure the power of both methods by the Mean Square Error (MSE). For different combination of $n$ and $p$ we repeated 250 times the procedure of building $n / 2$ learning samples and $n / 2$ testing samples and computing the MSE's for the full and discretized models.

The following tables show the mean over the 250 MSE's for all estimators. As we can see, the simulations confirm our theoretical results since, for the four different settings we can see the consistency as $n, p \rightarrow \infty$ stated in Theorem 3.1 and also the equal order or convergence stated in Theorem 3.2.

Table 1: MSE's for Setting 1.

| $n$ | Discretized model |  |  |  | Full model |
| ---: | :---: | :---: | :---: | :---: | :---: |
|  | 20 | 40 | 60 | 80 |  |
| 50 | 0.1871725 | 0.1829381 | 0.1819154 | 0.1817674 | 0.1818614 |
| 100 | 0.1784129 | 0.1661579 | 0.1661309 | 0.1660854 | 0.1659922 |
| 150 | 0.1727869 | 0.1674195 | 0.1675846 | 0.1674071 | 0.1672996 |
| 200 | 0.1671014 | 0.1629972 | 0.1629855 | 0.1630360 | 0.1631458 |
| 250 | 0.1646048 | 0.1631582 | 0.1631817 | 0.1632266 | 0.1632193 |
| 300 | 0.1653583 | 0.1638297 | 0.1637960 | 0.1638118 | 0.1637993 |

Table 2: MSE's for Setting 2.

| $n$ | Discretized model |  |  |  | Full model |
| ---: | :---: | :---: | :---: | :---: | :---: |
|  | 20 | 40 | 60 | 80 |  |
| 50 | 0.1919580 | 0.1796157 | 0.1795600 | 0.1789984 | 0.1789860 |
| 100 | 0.1787471 | 0.1684685 | 0.1684097 | 0.1684710 | 0.1685058 |
| 150 | 0.1731875 | 0.1661859 | 0.1661971 | 0.1663508 | 0.1663451 |
| 200 | 0.1695872 | 0.1646054 | 0.1646025 | 0.1646861 | 0.1646566 |
| 250 | 0.1658714 | 0.1622371 | 0.1621559 | 0.1621067 | 0.1621016 |
| 300 | 0.1655437 | 0.1633919 | 0.1634236 | 0.1634164 | 0.1634100 |

Table 3: MSE's for Setting 3.

| $n$ | Discretized model |  |  |  | Full model |
| ---: | :---: | :---: | :---: | :---: | :---: |
|  | 20 | 40 | 60 | 80 |  |
| 50 | 0.1875816 | 0.1752962 | 0.1744660 | 0.1751941 | 0.1748388 |
| 100 | 0.1797477 | 0.1672346 | 0.1671503 | 0.1671671 | 0.1671481 |
| 150 | 0.1706658 | 0.1662048 | 0.1661369 | 0.1661024 | 0.1660888 |
| 200 | 0.1696802 | 0.1683357 | 0.1681568 | 0.1681344 | 0.1681435 |
| 250 | 0.1666817 | 0.1651802 | 0.1652298 | 0.1652369 | 0.1652162 |
| 300 | 0.1626991 | 0.1622967 | 0.1623146 | 0.1622935 | 0.1623169 |

Table 4: MSE's for Setting 4.

| $n$ | Discretized model |  |  |  | Full model |
| ---: | :---: | :---: | :---: | :---: | :---: |
|  | 20 | 40 | 60 | 80 |  |
| 50 | 0.1951465 | 0.1867710 | 0.1872990 | 0.1870323 | 0.1869950 |
| 100 | 0.1824836 | 0.1694453 | 0.1694464 | 0.1695669 | 0.1695569 |
| 150 | 0.1717909 | 0.1655053 | 0.1656256 | 0.1657503 | 0.1657367 |
| 200 | 0.1692647 | 0.1657557 | 0.1655030 | 0.1655163 | 0.1655050 |
| 250 | 0.1651644 | 0.1630851 | 0.1631351 | 0.1630439 | 0.1630378 |
| 300 | 0.1665684 | 0.1655066 | 0.1655070 | 0.1654343 | 0.1654715 |

## APPENDIX A - Proofs of auxiliary results

To prove the consistency of the examples given in sections 4.1 and 4.2 we need the following result.

Proposition A.1. Let $\mathcal{X}^{p}(t)=\sum_{j=1}^{p} \phi_{j}(t) \mathcal{X}\left(t_{j}\right)$ with $\phi_{j}$ satisfying:
(a) for each $t \in[0,1], \sum_{j=1}^{p} \phi_{j}(t)=1$;
(b) for each $t \in[0,1], \sum_{j=i}^{p} \phi_{j}^{2}(t) \leq C_{3}$ for some constant $C_{3}$;
(c) $\operatorname{supp}\left(\phi_{j}\right) \subset\left[t_{(j-m)}, t_{(j+m)}\right]$ with $m$ independent of $p$.

If $c_{n, p} \rightarrow 0$ as $n, p \rightarrow \infty$ is such that $n^{2} \mathbb{P}_{\mathcal{X}, \mathcal{X}_{1}}\left(\|\mathcal{X}\|_{\mathcal{H}}+\left\|\mathcal{X}_{1}\right\|_{\mathcal{H}} \geq p c_{n, p}\right) \rightarrow 0, H 2$ is fulfilled.

Proof of Proposition A.1: Using the Fundamental Theorem of Calculus (FTC) (see Theorem 8.2 in [6]) for $H^{1}([0,1])$, we get

$$
\begin{align*}
& d^{2}\left(\mathcal{X}^{p}, \mathcal{X}\right)=\int_{0}^{1}\left|\sum_{j=1}^{p} \mathcal{X}\left(t_{j}\right) \phi_{j}(t)-\mathcal{X}(t)\right|^{2} d t \\
& =\int_{0}^{1}\left|\sum_{j=1}^{p}\left(\mathcal{X}\left(t_{j}\right)-\mathcal{X}(t)\right) \phi_{j}(t)\right|^{2} d t  \tag{a}\\
& =\int_{0}^{1}\left|\sum_{j=1}^{p}\left(\int_{t_{j}}^{t} D \mathcal{X}(s) d s\right) \phi_{j}(t)\right|^{2} d t  \tag{fromFTC}\\
& \leq \int_{0}^{1}\left(\sum_{j=1}^{p}\left(\int_{t_{j}}^{t} D \mathcal{X}(s) d s\right)^{2} \mathbb{I}_{\left\{\operatorname{supp}\left(\phi_{j}\right)\right\}}(t)\right)\left(\sum_{j=1}^{p} \phi_{j}^{2}(t)\right) d t \quad \text { (by C-S Ineq.) } \\
& \lesssim \int_{0}^{1} \sum_{j=1}^{p}\left(\int_{t_{j}}^{t} D \mathcal{X}(s) d s\right)^{2} \mathbb{I}_{\left\{\operatorname{supp}\left(\phi_{j}\right)\right\}}(t) d t  \tag{b}\\
& \lesssim \int_{0}^{1} \sum_{j=1}^{p}\left(\int_{t_{j}}^{t}(D \mathcal{X}(s))^{2} d s\right)\left|t-t_{j}\right| \mathbb{I}_{\left\{\operatorname{supp}\left(\phi_{j}\right)\right\}}(t) d t  \tag{byC-SIneq.}\\
& =\sum_{i=1}^{p} \int_{t_{i}}^{t_{i+1}} \sum_{\substack{j=1 \\
j:|j-i| \leq m}}^{p}\left(\int_{t_{j}}^{t}(D \mathcal{X}(s))^{2} d s\right)\left|t-t_{j}\right| d t  \tag{c}\\
& \lesssim \sum_{i=1}^{p} \sum_{\substack{j=1 \\
j:|j-i| \leq m}}^{p} \int_{t_{i-m}}^{t_{i+m}}(D \mathcal{X}(s))^{2}\left(\int_{t_{j}}^{t_{j+1}}\left|t-t_{j}\right| d t\right) d s \\
& \lesssim \frac{m}{p^{2}} \sum_{i=1}^{p} \sum_{\substack{j=1 \\
j:|j-i| \leq m}}^{p} \int_{t_{i-m}}^{t_{i+m}}(D \mathcal{X}(s))^{2} d s
\end{align*}
$$

$$
\begin{aligned}
& \lesssim \frac{m^{2}}{p^{2}} \sum_{i=1}^{p} \int_{t_{i-m}}^{t_{i+m}}(D \mathcal{X}(s))^{2} d s \\
& =\frac{m^{2}}{p^{2}} \int_{0}^{1} \sum_{i=1}^{p} \mathbb{I}_{\left[t_{i-m}, t_{i+m}\right]}(s)(D \mathcal{X}(s))^{2} d s \lesssim \frac{1}{p^{2}}\|\mathcal{X}\|_{\mathcal{H}}^{2},
\end{aligned}
$$

from where we get $d\left(\mathcal{X}^{p}, \mathcal{X}\right) \lesssim \frac{1}{p}\|\mathcal{X}\|_{\mathcal{H}}$. Analogously we can prove that $d\left(\mathcal{X}_{1}^{p}, \mathcal{X}_{1}\right) \lesssim \frac{1}{p}\left\|\mathcal{X}_{1}\right\|_{\mathcal{H}}$. By triangular inequality,

$$
\begin{aligned}
n^{2} \mathbb{E}_{\mathcal{X}}\left(\mathbb { P } _ { \mathcal { X } _ { 1 } | \mathcal { X } } ^ { 2 } \left(\left|d\left(\mathcal{X}, \mathcal{X}_{1}\right)-d_{p}\left(\mathcal{X}, \mathcal{X}_{1}\right)\right|\right.\right. & \left.\left.\geq c_{n, p} \mid \mathcal{X} \in \operatorname{supp}(\mu)\right)\right) \\
& \leq n^{2} \mathbb{P}_{\mathcal{X}, \mathcal{X}_{1}}\left(\|\mathcal{X}\|_{\mathcal{H}}+\left\|\mathcal{X}_{1}\right\|_{\mathcal{H}} \geq p c_{n, p}\right)
\end{aligned}
$$

and therefore, for any $c_{n, p} \rightarrow 0$ such that $n^{2} \mathbb{P}_{\mathcal{X}, \mathcal{X}_{1}}\left(\|\mathcal{X}\|_{\mathcal{H}}+\left\|\mathcal{X}_{\mathcal{X}}\right\|_{\mathcal{H}} \geq p c_{n, p}\right) \rightarrow 0 \mathrm{H} 2$ is fulfilled.

## A.1. Consistency for the example in Section 4.1

Since the functions $\phi_{j}(t)=\mathbb{I}_{\left[t_{j}, t_{j+1}\right)}(t)$ satisfy trivially conditions (a)-(c) of Proposition A.1, H 2 is fulfilled and therefore, for any sequence $h_{n, p}(x) \rightarrow 0$ satisfying (H3.1) and (H3.2) in Theorem 3.1, we get the consistency of $\hat{\eta}_{n, p}$.

## A.2. Consistency for the example in Section 4.2

Observe that $\phi_{j}(t)=\frac{K\left(\left|t-t_{j}\right| / h\right)}{\sum_{i=1}^{p} K\left(\left|t-t_{i}\right| / h\right)}$ satisfies conditions (a)-(c) in Proposition A.1:
(a) for each $t \in[0,1], \sum_{j=1}^{p} \phi_{j}(t)=\sum_{j=1}^{p} \frac{K\left(\left|t-t_{j}\right| / h\right)}{\sum_{i=1}^{p} K\left(\left|t-t_{i}\right| / h\right)}=1$;
(b) since $K$ is nonnegative and $\frac{K\left(\left|t-t_{j}\right| / h\right)}{\sum_{i=1}^{p} K\left(\left|t-t_{i}\right| / h\right)} \leq 1$, for each $t \in[0,1]$, there exists $C_{3}=1$ such that

$$
\sum_{j=1}^{p} \phi_{j}^{2}(t)=\sum_{j=1}^{p}\left(\frac{K\left(\left|t-t_{j}\right| / h\right)}{\sum_{i=1}^{p} K\left(\left|t-t_{i}\right| / h\right)}\right)^{2} \leq \sum_{j=1}^{p} \frac{K\left(\left|t-t_{j}\right| / h\right)}{\sum_{i=1}^{p} K\left(\left|t-t_{i}\right| / h\right)}=1 ;
$$

(c) $\operatorname{supp}\left(\phi_{j}\right)=\operatorname{supp}\left(K\left(\left|t-t_{j}\right| / h\right)\right)=\left[t_{j}-h, t_{j}+h\right]$, which implies that, for $h \leq m / p$, $\operatorname{supp}\left(\phi_{j}\right) \subset\left[t_{(j-m)}, t_{(j+m)}\right]$.

This implies that H2 is fulfilled then, for any sequence $h_{n, p}(x) \rightarrow 0$ satisfying (H3.1) and (H3.2) in Theorem 3.1, we get the consistency of $\hat{\eta}_{n, p}$.

## A.3. Consistency for the example in Section 4.3

Let us consider the truncated expansion of $\mathcal{X}, \mathcal{X}^{p}(t)$, given by (4.3) and the pseudometric $d_{p}\left(\mathcal{X}, \mathcal{X}_{1}\right)=d\left(\mathcal{X}^{p}, \mathcal{X}_{1}^{p}\right)$ given by (4.4). In order to prove H 2 , let us consider $c_{n, p}$ such that $\frac{n^{2}}{c_{n, p}} \sum_{k=p+1}^{\infty} \lambda_{k} \rightarrow 0$. Using Chebyshev's Inequality in (3.1) followed by Cauchy Schwartz, we get

$$
\begin{align*}
n^{2} \mathbb{E}_{\mathcal{X}}\left(\mathbb { P } _ { \mathcal { X } _ { 1 } | \mathcal { X } } ^ { 2 } \left(\left|d\left(\mathcal{X}, \mathcal{X}_{1}\right)-d_{p}\left(\mathcal{X}, \mathcal{X}_{1}\right)\right|\right.\right. & \left.\left.\geq c_{n, p} \mid \mathcal{X} \in \operatorname{supp}(\mu)\right)\right)  \tag{A.1}\\
& \leq \frac{n^{2}}{c_{n, p}^{2}} \mathbb{E}_{\mathcal{X}, \mathcal{X}_{1}}\left(\left(d\left(\mathcal{X}, \mathcal{X}_{1}\right)-d_{p}\left(\mathcal{X}, \mathcal{X}_{1}\right)\right)^{2}\right)
\end{align*}
$$

Now, since $d\left(\mathcal{X}, \mathcal{X}_{1}\right) \geq d_{p}\left(\mathcal{X}, \mathcal{X}_{1}\right)$ we have that $0 \leq d\left(\mathcal{X}, \mathcal{X}_{1}\right)-d_{p}\left(\mathcal{X}, \mathcal{X}_{1}\right)=d\left(\mathcal{X}, \mathcal{X}_{1}\right)-d\left(\mathcal{X}^{p}, \mathcal{X}_{1}^{p}\right)$ and, by triangular inequality $d\left(\mathcal{X}, \mathcal{X}_{1}\right) \leq d\left(\mathcal{X}, \mathcal{X}^{p}\right)+d\left(\mathcal{X}^{p}, \mathcal{X}_{1}^{p}\right)+d\left(\mathcal{X}_{1}^{p}, \mathcal{X}_{1}\right)$ which implies that

$$
\begin{equation*}
0 \leq d\left(\mathcal{X}, \mathcal{X}_{1}\right)-d_{p}\left(\mathcal{X}, \mathcal{X}_{1}\right) \leq d\left(\mathcal{X}, \mathcal{X}^{p}\right)+d\left(\mathcal{X}_{1}^{p}, \mathcal{X}_{1}\right) \tag{A.2}
\end{equation*}
$$

and, taking squares,

$$
0 \leq\left(d\left(\mathcal{X}, \mathcal{X}_{1}\right)-d_{p}\left(\mathcal{X}, \mathcal{X}_{1}\right)\right)^{2} \leq\left(d\left(\mathcal{X}, \mathcal{X}^{p}\right)+d\left(\mathcal{X}_{1}^{p}, \mathcal{X}_{1}\right)\right)^{2} \leq 2\left(d^{2}\left(\mathcal{X}, \mathcal{X}^{p}\right)+d^{2}\left(\mathcal{X}_{1}^{p}, \mathcal{X}_{1}\right)\right)
$$

As a consequence, to proof this proposition it will sufficient to bound $\mathbb{E}_{\mathcal{X}}\left(d^{2}\left(\mathcal{X}, \mathcal{X}^{p}\right)\right)$ (equivalently, $\left.\mathbb{E}_{\mathcal{X}_{1}}\left(d^{2}\left(\mathcal{X}_{1}, \mathcal{X}_{1}^{p}\right)\right)\right)$. Since $v_{k}$ are orthonormal,

$$
\begin{aligned}
d^{2}\left(\mathcal{X}, \mathcal{X}^{p}\right) & =\int\left(\mathcal{X}(s)-\sum_{k=1}^{p}\left(\int \mathcal{X}(t) v_{k}(t) d t\right) v_{k}(s)\right)^{2} d s \\
& =\sum_{k=p+1}^{\infty}\left(\int \mathcal{X}(t) v_{k}(t) d t\right)^{2} .
\end{aligned}
$$

Then, we have

$$
\begin{align*}
\mathbb{E}_{\mathcal{X}}\left(d^{2}\left(\mathcal{X}, \mathcal{X}^{p}\right)\right) & =\mathbb{E}_{\mathcal{X}}\left(\sum_{k=p+1}^{\infty}\left(\int \mathcal{X}(t) v_{k}(t) d t\right)^{2}\right) \\
& =\sum_{k=p+1}^{\infty} \lambda_{k} \tag{4.1}
\end{align*}
$$

Analogously we can prove that $\mathbb{E}_{\mathcal{X}_{1}}\left(d^{2}\left(\mathcal{X}_{1}, \mathcal{X}_{1}^{p}\right)\right)=\sum_{k=p+1}^{\infty} \lambda_{k}$. Therefore, in (A.1) we get

$$
n^{2} \mathbb{E}_{\mathcal{X}}\left(\mathbb{P}_{\mathcal{X}_{1} \mid \mathcal{X}}^{2}\left(\left|d\left(\mathcal{X}, \mathcal{X}_{1}\right)-d_{p}\left(\mathcal{X}, \mathcal{X}_{1}\right)\right| \geq c_{n, p} \mid \mathcal{X} \in \operatorname{supp}(\mu)\right)\right) \lesssim \frac{n^{2}}{c_{n, p}^{2}} \sum_{k=p+1}^{\infty} \lambda_{k} \rightarrow 0
$$

This implies that H2 is fulfilled then, for any sequence $h_{n, p}(x) \rightarrow 0$ satisfying (H3.1) and (H3.2) in Theorem 3.1, we get the consistency of $\hat{\eta}_{n, p}$.

## APPENDIX B - Proof of Proposition 2.2 and Theorems 3.1 and 3.2

To prove Proposition 2.2 we need some preliminary results whose proofs can be found in [16].

Theorem B. 1 (Theorem 3.4). If $\eta \in L^{2}(\mathcal{H}, \mu)$ and $\widehat{\eta}_{n}$ is the estimator given in (2.2) with weights $W_{n}(\mathcal{X})=\left\{W_{n i}(\mathcal{X})\right\}_{i=1}^{n}$ satisfying the following conditions:
(i) there is a sequence of nonnegative random variables $a_{n}(\mathcal{X}) \rightarrow 0$ a.s. such that

$$
\lim _{n \rightarrow \infty} \mathbb{E}\left(\sum_{i=1}^{n} W_{n i}(\mathcal{X}) \mathbb{I}_{\left\{d\left(\mathcal{X}, \mathcal{X}_{i}\right)>a_{n}(\mathcal{X})\right\}}\right)=0
$$

(ii)

$$
\lim _{n \rightarrow \infty} \mathbb{E}\left(\max _{1 \leq i \leq n} W_{n i}(\mathcal{X})\right)=0
$$

(iii) for all $\epsilon>0$ there exists $\delta>0$ such that for any $\eta^{*}$ bounded and continuous function fulfilling $\mathbb{E}_{\mathcal{X}}\left(\left(\eta(\mathcal{X})-\eta^{*}(\mathcal{X})\right)^{2}\right)<\delta$ we have that

$$
\mathbb{E}\left(\sum_{i=1}^{n} W_{n i}(\mathcal{X})\left(\eta^{*}\left(\mathcal{X}_{i}\right)-\eta\left(\mathcal{X}_{i}\right)\right)^{2}\right)<\epsilon ;
$$

then $\widehat{\eta}_{n}$ is mean square consistent.

Corollary B. 1 (Corollary 3.3). Let $U_{n}$ be a sequence of probability weights satisfying conditions (i), (ii) and (iii) of Theorem B.1. If $W_{n}$ is a sequence of weights such that $\sum_{i=1}^{n} W_{n i}(\mathcal{X})=1$ and, for each $n \geq 1,\left|W_{n}\right| \leq M U_{n}$ for some constant $M \geq 1$, then the estimator given in (2.2) with weights $W_{n}(\mathcal{X})$ is mean square consistent.

Lemma B. 1 (Lemma A.1). Let $\mathcal{H}$ be a separable metric space. If $A=\operatorname{supp}(\mu)=$ $\{x \in \mathcal{H}: \mu(\mathcal{B}(x, \epsilon))>0, \forall \epsilon>0)\}$ then $\mu(A)=1$.

Proof of Proposition 2.2: Let $x \in \operatorname{supp}(\mu)$ be fixed. Let us observe that, since $K$ is regular, there exist constants $0<c_{1}<c_{2}<\infty$ such that, for each $i$,

$$
\begin{equation*}
W_{n i}(x)=\frac{K\left(\frac{d\left(\mathcal{X}_{i}, x\right)}{h_{n}(x)}\right)}{\sum_{j=1}^{n} K\left(\frac{d\left(\mathcal{X}_{j}, x\right)}{h_{n}(x)}\right)} \leq \frac{c_{2}}{c_{1}} \frac{\mathbb{I}_{\left\{d\left(\mathcal{X}_{i}, x\right) \leq h_{n}(x)\right\}}}{\sum_{j=1}^{n} \mathbb{I}_{\left\{d\left(\mathcal{X}_{j}, x\right) \leq h_{n}(x)\right\}}} \doteq \frac{c_{2}}{c_{1}} U_{n i}(x) \tag{B.1}
\end{equation*}
$$

Let $h_{n}(x) \rightarrow 0$ such that $h_{n}(x) \geq H_{n}(x)\left(H_{n}(x) \rightarrow 0\right.$ by Lemma 2.2 , for $\left.x \in \operatorname{supp}(\mu)\right)$. From (B.1) and Corollary B.1, it suffices to prove that the weights $U_{n i}$ satisfy conditions (i), (ii) and (iii) of Theorem B.1. To prove (i) let us take $a_{n}(x)=h_{n}^{1 / 2}(x) \rightarrow 0$. Then, by Lemma B.1,

$$
\begin{aligned}
& \mathbb{E}\left(\sum_{i=1}^{n} U_{n i}(\mathcal{X}) \mathbb{I}_{\left\{d\left(\mathcal{X}_{i}, \mathcal{X}\right)>h_{n}(\mathcal{X})^{1 / 2}\right\}}\right) \\
& \quad=\mathbb{E}_{\mathcal{X}}\left(\mathbb{E}_{\mathcal{D}_{n} \mid \mathcal{X}}\left(\mathbb{I}_{\{\mathcal{X} \in \operatorname{supp}(\mu)\}} \sum_{i=1}^{n} U_{n i}(\mathcal{X}) \mathbb{I}_{\left\{d\left(\mathcal{X}_{i}, \mathcal{X}\right)>h_{n}(\mathcal{X})^{1 / 2}\right\}} \mid \mathcal{X} \in \operatorname{supp}(\mu)\right)\right)
\end{aligned}
$$

Given $\epsilon>0$, let $x \in \operatorname{supp}(\mu)$ be fixed. Since $h_{n}(x) \rightarrow 0$, there exists $N_{1}=N_{1}(x)$ such that if $n \geq N_{1}, \mathbb{I}_{\left\{h_{n}(x)^{1 / 2}<d\left(x_{i}, x\right) \leq h_{n}(x)\right\}}=0$ for all $i$ and, consequently,

$$
\mathbb{E}_{\mathcal{D}_{n}}\left(\frac{1}{\sum_{j=1}^{n} \mathbb{I}_{\left\{d\left(x_{j}, x\right) \leq h_{n}(x)\right\}}} \sum_{i=1}^{n} \mathbb{I}_{\left\{h_{n}(x)^{1 / 2}<d\left(x_{i}, x\right) \leq h_{n}(x)\right\}}\right)<\epsilon .
$$

In addition, $\frac{\sum_{i=1}^{n} \mathbb{I}\left\{h_{n}(x)^{1 / 2}<d\left(x_{i}, x\right) \leq h_{n}(x)\right\}}{\sum_{j=1}^{n}\left\{d\left(x_{j}, x\right) \leq h_{n}(x)\right\}} \leq 1$, from what follows that

$$
\mathbb{E}_{\mathcal{D}_{n}}\left(\frac{1}{\sum_{j=1}^{n} \mathbb{I}_{\left\{d\left(x_{j}, x\right) \leq h_{n}(x)\right\}}} \sum_{i=1}^{n} \mathbb{I}_{\left\{h_{n}(x)^{1 / 2}<d\left(x_{i}, x\right) \leq h_{n}(x)\right\}}\right) \leq 1 .
$$

Therefore, by the dominated convergence theorem we have that condition (i) is satisfied. Now, since $h_{n}(x) \geq H_{n}(x)$,

$$
\sum_{j=1}^{n} \mathbb{I}_{\left\{d\left(\mathcal{X}_{j}, x\right) \leq h_{n}(x)\right\}} \geq \sum_{j=1}^{n} \mathbb{I}_{\left\{d\left(\mathcal{X}_{j}, x\right) \leq H_{n}(x)\right\}}=k_{n} \rightarrow \infty .
$$

Therefore,

$$
\max _{1 \leq i \leq n} U_{n i}(x) \leq \max _{1 \leq i \leq n} \frac{1}{\sum_{j=1}^{n} \mathbb{I}_{\left\{d\left(\mathcal{X}_{j}, x\right) \leq h_{n}(x)\right\}}} \leq \frac{1}{k_{n}} \rightarrow 0
$$

from what we derive (ii) using the dominated convergence theorem. It remains to verify that condition (iii) holds. Since $\eta \in L^{2}(\mathcal{H}, \mu)$ which is separable and complete, there exists $\eta^{*}$ continuous and bounded such that, for all $\delta>0, \mathbb{E}_{\mathcal{X}}\left(\left(\eta(\mathcal{X})-\eta^{*}(\mathcal{X})\right)^{2}\right)<\delta$. Then,

$$
\begin{aligned}
\mathbb{E}\left(\sum_{i=1}^{n}\right. & \left.U_{n i}(\mathcal{X})\left(\eta^{*}\left(\mathcal{X}_{i}\right)-\eta\left(\mathcal{X}_{i}\right)\right)^{2}\right) \\
& =\mathbb{E}_{\mathcal{X}}\left(\mathbb{E}_{\mathcal{D}_{n} \mid \mathcal{X}}\left(\mathbb{I}_{\{\mathcal{X} \in \operatorname{supp}(\mu)\}} \sum_{i=1}^{n} U_{n i}(\mathcal{X})\left(\eta^{*}\left(\mathcal{X}_{i}\right)-\eta\left(\mathcal{X}_{i}\right)\right)^{2} \mid \mathcal{X} \in \operatorname{supp}(\mu)\right)\right) .
\end{aligned}
$$

Let $x \in \operatorname{supp}(\mu)$ be fixed. From [16], Lemma A.7, for any nonnegative bounded measurable function $f$, we have

$$
\mathbb{E}_{\mathcal{D}_{n}}\left(\sum_{i=1}^{n} U_{n i}(x) f\left(\mathcal{X}_{i}\right)\right) \leq 12 \frac{1}{\mu\left(\mathcal{B}\left(x, h_{n}(x)\right)\right)} \int_{\mathcal{B}\left(x, h_{n}(x)\right)} f(y) d \mu(y) .
$$

Then, applying the inequality to $f\left(\mathcal{X}_{i}\right)=\left(\eta^{*}\left(\mathcal{X}_{i}\right)-\eta\left(\mathcal{X}_{i}\right)\right)^{2}$, we get

$$
\begin{aligned}
& \mathbb{E}_{\mathcal{D}_{n}}\left(\sum_{i=1}^{n} U_{n i}(x)\left(\eta^{*}\left(\mathcal{X}_{i}\right)-\eta\left(\mathcal{X}_{i}\right)\right)^{2}\right) \\
& \lesssim \frac{1}{\mu\left(\mathcal{B}\left(x, h_{n}(x)\right)\right)} \int_{\mathcal{B}\left(x, h_{n}(x)\right)}\left(\eta^{*}(y)-\eta(y)\right)^{2} d \mu(y) \\
& \leq \frac{1}{\mu\left(\mathcal{B}\left(x, h_{n}(x)\right)\right)} \int_{\mathcal{B}\left(x, h_{n}(x)\right)}\left(\eta^{*}(y)-\eta^{*}(x)\right)^{2} d \mu(y) \\
&+\frac{1}{\mu\left(\mathcal{B}\left(x, h_{n}(x)\right)\right)} \int_{\mathcal{B}\left(x, h_{n}(x)\right)}\left(\eta^{*}(x)-\eta(x)\right)^{2} d \mu(y) \\
&+\frac{1}{\mu\left(\mathcal{B}\left(x, h_{n}(x)\right)\right)} \int_{\mathcal{B}\left(x, h_{n}(x)\right)}(\eta(x)-\eta(y))^{2} d \mu(y) \\
& \doteq\left.f_{1, n}(x)+f_{2, n}(x)+f_{3, n}(x)\right) .
\end{aligned}
$$

This part will be complete if we show that the expectation with respect to $\mathcal{X}$ of these three functions converges to zero. For this, let $\epsilon>0$ and $\delta \leq \epsilon$. Since $\eta^{*}$ is continuous, there exists $r=r(x, \epsilon)>0$ such that if $d(x, y)<r$ then $\left|\eta^{*}(x)-\eta^{*}(y)\right|<\epsilon$. On the other hand, since $h_{n}(x) \rightarrow 0$, for that $r(x, \epsilon)>0$, there exists $N_{2}=N_{2}(x, r(x, \epsilon))$ such that if $n \geq N_{2}$, $h_{n}(x)<r$. Then, $f_{1, n}(x)=\frac{1}{\mu\left(\mathcal{B}\left(x, h_{n}(x)\right)\right)} \int_{\mathcal{B}\left(x, h_{n}(x)\right)}\left(\eta^{*}(y)-\eta^{*}(x)\right)^{2} d \mu(y)<\epsilon$ for $n \geq N_{2}$ and in addition it is bounded so, by the dominated convergence theorem we have that

$$
\mathbb{E}_{\mathcal{X}}\left(f_{1, n}(\mathcal{X})\right) \rightarrow 0
$$

For the second term, since $\delta \leq \epsilon$, we have that

$$
\mathbb{E}_{\mathcal{X}}\left(f_{2, n}(\mathcal{X})\right)=\mathbb{E}_{\mathcal{X}}\left(\left(\eta(\mathcal{X})-\eta^{*}(\mathcal{X})\right)^{2}\right)<\epsilon
$$

Finally, since $\eta$ is bounded,

$$
\mathbb{E}_{\mathcal{X}}\left(f_{3, n}(\mathcal{X})\right) \lesssim \mathbb{E}_{\mathcal{X}}\left(\frac{1}{\mu\left(\mathcal{B}\left(\mathcal{X}, h_{n}(\mathcal{X})\right)\right)} \int_{\mathcal{B}\left(\mathcal{X}, h_{n}(\mathcal{X})\right)}|\eta(\mathcal{X})-\eta(y)| d \mu(y)\right),
$$

which converge to zero if the bounded random variables

$$
\frac{1}{\mu\left(\mathcal{B}\left(\mathcal{X}, h_{n}(\mathcal{X})\right)\right)} \int_{\mathcal{B}\left(\mathcal{X}, h_{n}(\mathcal{X})\right)}|\eta(\mathcal{X})-\eta(y)| d \mu(y)
$$

converge to zero in probability. To see this, let $\lambda>0$ be fixed. For every $\delta_{0}>0$,

$$
\begin{aligned}
& \mathbb{P}_{\mathcal{X}}\left(\frac{1}{\mu\left(\mathcal{B}\left(\mathcal{X}, h_{n}(\mathcal{X})\right)\right)} \int_{\mathcal{B}\left(\mathcal{X}, h_{n}(\mathcal{X})\right)}|\eta(\mathcal{X})-\eta(y)| d \mu(y)>\lambda\right) \\
& \quad \leq \mathbb{P}_{\mathcal{X}}\left(h_{n}(\mathcal{X})>\delta_{0}\right)+\sup _{\delta \leq \delta_{0}} \mathbb{P}_{\mathcal{X}}\left(\frac{1}{\mu(\mathcal{B}(\mathcal{X}, \delta))} \int_{\mathcal{B}(\mathcal{X}, \delta)}|\eta(\mathcal{X})-\eta(y)| d \mu(y)>\lambda\right) .
\end{aligned}
$$

Since $h_{n}(\mathcal{X}) \rightarrow 0$ a.s. the first term converges to zero while the second term does thanks to the truth of the Besicovitch condition (2.4).

## Proof of Theorem 3.1:

Proof of (a): Let us define $\mathcal{D}_{n}=\left\{\mathcal{X}_{1}, \ldots, \mathcal{X}_{n}\right\}$ and $\mathcal{C}_{n}=\left\{Y_{1}, \ldots, Y_{n}\right\}$. In order to prove the mean square consistency, we consider

$$
\left.\left.\mathbb{E}\left(\left(\widehat{\eta}_{n, p}(\mathcal{X})-\eta(\mathcal{X})\right)^{2}\right)\right)=\mathbb{E}_{\mathcal{X}}\left(\mathbb{E}_{\mathcal{D}_{n}, \mathcal{C}_{n} \mid \mathcal{X}}\left(\left(\widehat{\eta}_{n, p}(\mathcal{X})-\eta(\mathcal{X})\right)^{2}\right) \mid \mathcal{X}\right)\right)
$$

Let $x \in \operatorname{supp}(\mu)$ be fixed. To simplify the notation, we set $\mathbb{E}(\cdot)=\mathbb{E}_{\mathcal{D}_{n}, \mathcal{C}_{n} \mid \mathcal{X}}(\cdot)$. Then, for a particular $h_{n}(x) \geq h_{n}^{*}(x)$ to be defined later, let us define the theoretical quantities

$$
K\left(\frac{d\left(x, \mathcal{X}_{i}\right)}{h_{n}(x)}\right) \doteq K_{i}(x) \doteq K_{i} \quad \text { and } \quad K\left(\frac{d_{p}\left(x, \mathcal{X}_{i}\right)}{h_{n, p}(x)}\right) \doteq K_{i, p}(x) \doteq K_{i, p}
$$

and, as in (2.3),

$$
\frac{K_{i}}{\sum_{j=1}^{n} K_{j}} \doteq W_{i} \quad \text { and } \quad \frac{K_{i, p}}{\sum_{j=1}^{n} K_{j, p}} \doteq W_{i, p} .
$$

Let us consider the following auxiliary unobservable quantities:

$$
\widehat{\eta}_{n}(x)=\sum_{i=1}^{n} W_{i} Y_{i}, \quad \eta_{n}(x)=\sum_{i=1}^{n} W_{i} \eta\left(\mathcal{X}_{i}\right) \quad \text { and } \quad \eta_{n, p}(x)=\sum_{i=1}^{n} W_{i, p} \eta\left(\mathcal{X}_{i}\right) .
$$

Then, we have

$$
\begin{aligned}
\widehat{\eta}_{n, p}(x)-\eta(x)= & {\left[\widehat{\eta}_{n, p}(x)-\eta_{n, p}(x)\right]+\left[\eta_{n, p}(x)-\eta_{n}(x)\right]+\left[\eta_{n}(x)-\widehat{\eta}_{n}(x)\right]+\left[\widehat{\eta}_{n}(x)-\eta(x)\right] } \\
= & \sum_{i=1}^{n} W_{i, p}\left(Y_{i}-\eta\left(\mathcal{X}_{i}\right)\right)+\sum_{i=1}^{n}\left(W_{i, p}-W_{i}\right) \eta\left(\mathcal{X}_{i}\right)+\sum_{i=1}^{n} W_{i}\left(\eta\left(\mathcal{X}_{i}\right)-Y_{i}\right) \\
& +\left[\widehat{\eta}_{n}(x)-\eta(x)\right] \\
= & \sum_{i=1}^{n}\left(W_{i, p}-W_{i}\right)\left(Y_{i}-\eta\left(\mathcal{X}_{i}\right)\right)+\sum_{i=1}^{n}\left(W_{i, p}-W_{i}\right) \eta\left(\mathcal{X}_{i}\right) \\
& +\left[\widehat{\eta}_{n}(x)-\eta(x)\right] .
\end{aligned}
$$

Taking squares and expectation in $\mathcal{D}_{n}, \mathcal{C}_{n}$, we have

$$
\begin{aligned}
\left.\mathbb{E}\left(\left(\widehat{\eta}_{n, p}(x)-\eta(x)\right)^{2}\right)\right) \lesssim & \mathbb{E}\left(\left(\sum_{i=1}^{n}\left(W_{i, p}-W_{i}\right)\left(Y_{i}-\eta\left(\mathcal{X}_{i}\right)\right)\right)^{2}\right) \\
& +\mathbb{E}\left(\left(\sum_{i=1}^{n}\left(W_{i, p}-W_{i}\right) \eta\left(\mathcal{X}_{i}\right)\right)^{2}\right) \\
& +\mathbb{E}\left(\left(\left(\widehat{\eta}_{n}(x)-\eta(x)\right]\right)^{2}\right) \\
\doteq & I+I I+I I I .
\end{aligned}
$$

By Proposition 2.1 and Remark 2.2 (since $h_{n}(x) \rightarrow 0$ and $h_{n}(x) \geq h_{n}^{*}(x)$ ), taking expectation on $\mathcal{X}$ we have that term III converges to zero. For the first term, we have

$$
\begin{align*}
I & \approx \mathbb{E}\left(\left(\sum_{i=1}^{n}\left(W_{i, p}-W_{i}\right)\left(Y_{i}-\eta\left(\mathcal{X}_{i}\right)\right)\right)^{2}\right) \\
& =\mathbb{E}\left(\sum_{i=1}^{n} \sum_{j=1}^{n}\left(W_{i, p}-W_{i}\right)\left(W_{j, p}-W_{j}\right) e_{i} e_{j}\right) \\
& =\mathbb{E}\left(\sum_{i=1}^{n} \sum_{j=1}^{n}\left(W_{i, p}-W_{i}\right)\left(W_{j, p}-W_{j}\right) \mathbb{E}_{\mathcal{C}_{n} \mid \mathcal{D}_{n}}\left(\boldsymbol{e}_{i} \boldsymbol{e}_{j} \mid \mathcal{D}_{n}\right)\right) \\
& =\mathbb{E}\left(\sum_{i=1}^{n}\left|W_{i, p}-W_{i}\right|^{2} \mathbb{E}_{\mathcal{C}_{n} \mid \mathcal{D}_{n}}\left(\boldsymbol{e}_{i}^{2} \mid \mathcal{D}_{n}\right)\right)  \tag{cond.ind.}\\
& =\sigma^{2} \mathbb{E}\left(\sum_{i=1}^{n}\left|W_{i, p}-W_{i}\right|^{2}\right) .
\end{align*}
$$

On the other hand, since $\eta$ is bounded, in $I I$ we have

$$
I I=\mathbb{E}\left(\left(\sum_{i=1}^{n}\left(W_{i, p}-W_{i}\right) \eta\left(\mathcal{X}_{i}\right)\right)^{2}\right) \lesssim \mathbb{E}\left(\left(\sum_{i=1}^{n}\left|W_{i, p}-W_{i}\right|\right)^{2}\right) .
$$

We will see that terms $I$ and $I I$ converge to zero by splitting the sum in different pieces:
(1) $A_{1} \doteq\left\{i: d_{p}\left(x, \mathcal{X}_{i}\right)>h_{n, p}(x), d\left(x, \mathcal{X}_{i}\right)>h_{n}(x)\right\} ;$
(2) $A_{2} \doteq\left\{i: d_{p}\left(x, \mathcal{X}_{i}\right)>h_{n, p}(x), d\left(x, \mathcal{X}_{i}\right) \leq h_{n}(x)\right\}$;
(3) $A_{3} \doteq\left\{i: d_{p}\left(x, \mathcal{X}_{i}\right) \leq h_{n, p}(x), d\left(x, \mathcal{X}_{i}\right)>3 h_{n}(x)\right\}$;
(4) $A_{4} \doteq\left\{i: d_{p}\left(x, \mathcal{X}_{i}\right) \leq h_{n, p}(x), d\left(x, \mathcal{X}_{i}\right) \leq 3 h_{n}(x)\right\}$.

Case (1) is trivial since in this case $K$ is supported in $[0,1]$ which implies that $W_{i, p}=W_{i}=0$. Let us start, therefore, with case (2).
(2) Let $\boldsymbol{A}_{\mathbf{2}} \doteq\left\{\boldsymbol{i}: \boldsymbol{d}_{\boldsymbol{p}}\left(\boldsymbol{x}, \mathcal{X}_{i}\right)>\boldsymbol{h}_{\boldsymbol{n}, \boldsymbol{p}}(\boldsymbol{x}), \boldsymbol{d}\left(\boldsymbol{x}, \mathcal{X}_{\boldsymbol{i}}\right) \leq \boldsymbol{h}_{\boldsymbol{n}}(\boldsymbol{x})\right\}$. Observe that in this case $W_{i, p}=0$ since $K$ is supported in $[0,1]$. Therefore, since $\left|W_{i}\right| \leq 1$ we get

$$
I_{A_{2}} \doteq \mathbb{E}\left(\sum_{i=1}^{n}\left|W_{i}\right|^{2} \mathbb{I}_{\left\{i \in A_{2}\right\}}\right) \leq \mathbb{E}\left(\sum_{i=1}^{n} \mathbb{I}_{\left\{i \in A_{2}\right\}}\right)
$$

and

$$
\begin{equation*}
I I_{A_{2}} \doteq \mathbb{E}\left(\left(\sum_{i=1}^{n}\left|W_{i}\right| \mathbb{I}_{\left\{i \in A_{2}\right\}}\right)^{2}\right) \leq \mathbb{E}\left(\left(\sum_{i=1}^{n} \mathbb{I}_{\left\{i \in A_{2}\right\}}\right)^{2}\right) \doteq C_{A_{2}} \tag{B.2}
\end{equation*}
$$

Observe that the i.i.d. random variables $\mathbb{I}_{\left\{i \in A_{2}\right\}}$ have a Bernoulli distribution with parameter

$$
\begin{align*}
p & =\mathbb{P}_{\mathcal{X}_{1}}\left(d_{p}\left(x, \mathcal{X}_{1}\right)>h_{n, p}(x), d\left(x, \mathcal{X}_{1}\right) \leq h_{n}(x)\right) \\
& \leq \mathbb{P}_{\mathcal{X}_{1}}\left(d_{p}\left(x, \mathcal{X}_{1}\right)-d\left(x, \mathcal{X}_{1}\right) \geq h_{n, p}(x)-h_{n}(x)\right) \\
& \leq \mathbb{P}_{\mathcal{X}_{1}}\left(\left|d_{p}\left(x, \mathcal{X}_{1}\right)-d\left(x, \mathcal{X}_{1}\right)\right| \geq c_{n, p}\right) \tag{byH3.2}
\end{align*}
$$

As a consequence, the random variable $Z \doteq \sum_{i=1}^{n} \mathbb{I}_{\left\{i \in A_{2}\right\}}$ has Binomial distribution with parameters $n$ and $p$ and expectation $\mathbb{E}(Z)=n p$. This implies that

$$
\begin{equation*}
I_{A_{2}} \lesssim \mathbb{E}(Z) \leq n \mathbb{P}_{\mathcal{X}_{1}}\left(\left|d_{p}\left(x, \mathcal{X}_{1}\right)-d\left(x, \mathcal{X}_{1}\right)\right| \geq c_{n, p}\right) \tag{B.3}
\end{equation*}
$$

and, since $\mathbb{E}\left(Z^{2}\right)=n p(1-p)+n^{2} p^{2} \leq n p+(n p)^{2}$,

$$
\begin{align*}
I I_{A_{2}} \leq C_{A_{2}} \lesssim \mathbb{E}\left(Z^{2}\right) \leq & n \mathbb{P}_{\mathcal{X}_{1}}\left(\left|d_{p}\left(x, \mathcal{X}_{1}\right)-d\left(x, \mathcal{X}_{1}\right)\right| \geq c_{n, p}\right)  \tag{B.4}\\
& +\left(n \mathbb{P}_{\mathcal{X}_{1}}\left(\left|d_{p}\left(x, \mathcal{X}_{1}\right)-d\left(x, \mathcal{X}_{1}\right)\right| \geq c_{n, p}\right)\right)^{2} .
\end{align*}
$$

(3) Let $\boldsymbol{A}_{\mathbf{3}} \doteq\left\{i: \boldsymbol{d}_{p}\left(x, \mathcal{X}_{i}\right) \leq \boldsymbol{h}_{n, p}(x), \boldsymbol{d}\left(x, \mathcal{X}_{i}\right)>\boldsymbol{3}_{\boldsymbol{n}}(x)\right\}$. Observe that in this case $W_{i}=0$ since $K$ is supported in $[0,1]$. Then, since $\forall i,\left|W_{i, p}\right| \leq 1$, we get

$$
I_{A_{3}} \doteq \mathbb{E}\left(\sum_{i=1}^{n}\left|W_{i, p}\right|^{2} \mathbb{I}_{\left\{i \in A_{3}\right\}}\right) \leq \mathbb{E}\left(\sum_{i=1}^{n} \mathbb{I}_{\left\{i \in A_{3}\right\}}\right)
$$

and

$$
\begin{equation*}
I I_{A_{3}} \doteq \mathbb{E}\left(\left(\sum_{i=1}^{n}\left|W_{i, p}\right| \mathbb{I}_{\left\{i \in A_{3}\right\}}\right)^{2}\right) \leq \mathbb{E}\left(\left(\sum_{i=1}^{n} \mathbb{I}_{\left\{i \in A_{3}\right\}}\right)^{2}\right) \tag{B.5}
\end{equation*}
$$

Now, the i.i.d. random variables $\mathbb{I}_{\left\{i \in A_{3}\right\}}$ have Bernoulli distribution with parameter

$$
\begin{aligned}
p & =\mathbb{P}_{\mathcal{X}_{1}}\left(d_{p}\left(x, \mathcal{X}_{1}\right) \leq h_{n, p}(x), d\left(x, \mathcal{X}_{1}\right)>3 h_{n}(x)\right) \\
& \leq \mathbb{P}_{\mathcal{X}_{1}}\left(d\left(x, \mathcal{X}_{1}\right)-d_{p}\left(x, \mathcal{X}_{1}\right) \geq 3 h_{n}(x)-h_{n, p}(x)\right)
\end{aligned}
$$

As a consequence, the random variable $Z \doteq \sum_{i=1}^{n} \mathbb{I}_{\left\{i \in A_{3}\right\}}$ has Binomial distribution with parameters $n$ and $p$. But from (H3.1), for $n$ large enough, $h_{n}(x) \geq\left(\frac{1+C_{2}}{2}\right) c_{n, p}$ which, together with H3.2 implies that

$$
3 h_{n}(x)-h_{n, p}(x) \geq 2 h_{n}(x)-C_{2} c_{n, p} \geq c_{n, p}
$$

and then, for $n$ large enough,

$$
p \leq \mathbb{P}_{\mathcal{X}_{1}}\left(\left|d_{p}\left(x, \mathcal{X}_{1}\right)-d\left(x, \mathcal{X}_{1}\right)\right| \geq c_{n, p}\right)
$$

Therefore, since $\mathbb{E}(Z)=n p$ we have

$$
\begin{equation*}
I_{A_{3}} \lesssim \mathbb{E}(Z) \leq n \mathbb{P}_{\mathcal{X}_{1}}\left(\left|d_{p}\left(x, \mathcal{X}_{1}\right)-d\left(x, \mathcal{X}_{1}\right)\right| \geq c_{n, p}\right) \tag{B.6}
\end{equation*}
$$

and since $\mathbb{E}\left(Z^{2}\right)=n p(1-p)+n^{2} p^{2} \leq n p+(n p)^{2}$,

$$
\begin{align*}
I I_{A_{3}} \lesssim \mathbb{E}\left(Z^{2}\right) \leq & \left.n \mathbb{P}_{\mathcal{X}_{1}}\left(\left|d_{p}\left(x, \mathcal{X}_{1}\right)-d\left(x, \mathcal{X}_{1}\right)\right| \geq c_{n, p}\right)\right)  \tag{B.7}\\
& \left.+\left(n \mathbb{P}_{\mathcal{X}_{1}}\left(\left|d_{p}\left(x, \mathcal{X}_{1}\right)-d\left(x, \mathcal{X}_{1}\right)\right| \geq c_{n, p}\right)\right)\right)^{2}
\end{align*}
$$

(4) Let $\boldsymbol{A}_{\mathbf{4}} \doteq\left\{\boldsymbol{i}: \boldsymbol{d}_{\boldsymbol{p}}\left(\boldsymbol{x}, \mathcal{X}_{\boldsymbol{i}}\right) \leq \boldsymbol{h}_{\boldsymbol{n}, \boldsymbol{p}}(\boldsymbol{x}), \boldsymbol{d}\left(\boldsymbol{x}, \mathcal{X}_{\boldsymbol{i}}\right) \leq \mathbf{3} \boldsymbol{h}_{\boldsymbol{n}}(\boldsymbol{x})\right\}$. In this case we write,

$$
\begin{aligned}
W_{i, p}-W_{i} & =\frac{K_{i, p}}{\sum_{j=1}^{n} K_{j, p}}-\frac{K_{i}}{\sum_{j=1}^{n} K_{j}} \\
& =\frac{K_{i, p}}{\sum_{j=1}^{n} K_{j, p}}-\frac{K_{i}}{\sum_{j=1}^{n} K_{j, p}}+\frac{K_{i}}{\sum_{j=1}^{n} K_{j, p}}-\frac{K_{i}}{\sum_{j=1}^{n} K_{j}} \\
& =\left(K_{i, p}-K_{i}\right) \frac{1}{\sum_{j=1}^{n} K_{j, p}}+K_{i} \frac{\sum_{j=1}^{n}\left(K_{j}-K_{j, p}\right)}{\sum_{j=1}^{n} K_{j} \sum_{j=1}^{n} K_{j, p}} \\
& =\left(K_{i, p}-K_{i}\right) \frac{1}{\sum_{j=1}^{n} K_{j, p}}+W_{i} \frac{\sum_{j=1}^{n}\left(K_{j}-K_{j, p}\right)}{\sum_{j=1}^{n} K_{j, p}}
\end{aligned}
$$

Then,

$$
\begin{array}{rlr}
I_{A_{4}} \doteq & \mathbb{E}\left(\sum_{i=1}^{n}\left|W_{i, p}-W_{i}\right|^{2} \mathbb{I}_{\left\{i \in A_{4}\right\}}\right) \\
& \lesssim \mathbb{E}\left(\sum_{i=1}^{n}\left|K_{i, p}-K_{i}\right|^{2} \frac{\mathbb{I}_{\left\{i \in A_{4}\right\}}}{\left(\sum_{j=1}^{n} K_{j, p}\right)^{2}}\right) \\
& +\mathbb{E}\left(\sum_{i=1}^{n} W_{i}^{2} \mathbb{I}_{\left\{i \in A_{4}\right\}}\left(\frac{\sum_{j=1}^{n}\left(K_{j}-K_{j, p}\right)}{\sum_{j=1}^{n} K_{j, p}}\right)^{2}\right)  \tag{B.8}\\
& \lesssim \mathbb{E}\left(\sum_{i=1}^{n}\left|K_{i, p}-K_{i}\right|^{2} \frac{\mathbb{I}_{\left\{i \in A_{4}\right\}}}{\left(\sum_{j=1}^{n} \mathbb{I}_{\left\{j \cdot d_{p}\left(x, \mathcal{X}_{j}\right) \leq h_{n, p}(x)\right\}}\right)^{2}}\right) & \quad(K \text { regular }) \\
& +\mathbb{E}\left(\left(\frac{\sum_{j=1}^{n}\left|K_{j}-K_{j, p}\right|}{\sum_{j=1}^{n} K_{j, p}}\right)^{2}\right) \quad\left(\left|W_{i}\right| \leq 1, \sum_{i=1}^{n} W_{i}=1\right) \\
\doteq & I_{A_{4}}^{1}+I_{A_{4}}^{2} &
\end{array}
$$

and

$$
\begin{align*}
I I_{A_{4}} & \doteq \mathbb{E}\left(\left(\sum_{i=1}^{n} \mid W_{i, p}-W_{i} \mathbb{I}_{\left\{i \in A_{4}\right\}}\right)^{2}\right) \\
\lesssim & \mathbb{E}\left(\left(\sum_{i=1}^{n}\left|K_{i, p}-K_{i}\right| \frac{\mathbb{I}_{\left\{i \in A_{4}\right\}}}{\sum_{j=1}^{n} K_{j, p}}\right)^{2}\right) \\
& +\mathbb{E}\left(\left(\sum_{i=1}^{n} W_{i} \mathbb{I}_{\left\{i \in A_{4}\right\}} \frac{\sum_{j=1}^{n}\left(K_{j}-K_{j, p}\right)}{\sum_{j=1}^{n} K_{j, p}}\right)^{2}\right)  \tag{B.9}\\
\lesssim & \mathbb{E}\left(\left(\sum_{i=1}^{n}\left|K_{i, p}-K_{i}\right| \frac{\mathbb{I}_{\left\{i \in A_{4}\right\}}}{\sum_{j=1}^{n} \mathbb{I}_{\left\{j: d_{p}\left(x, \mathcal{X}_{j}\right) \leq h_{n, p}(x)\right\}}}\right)^{2}\right) \quad(K \text { regular }) \\
& +\mathbb{E}\left(\left(\frac{\sum_{j=1}^{n}\left|K_{j}-K_{j, p}\right|}{\sum_{j=1}^{n} K_{j, p}}\right)^{2}\right)  \tag{i}\\
\doteq & I I_{A_{4}}^{1}+I I_{A_{4}}^{2} .
\end{align*}
$$

Observe that if $\sum_{j=1}^{n} \mathbb{I}_{\left\{j: d_{p}\left(x, \mathcal{X}_{j}\right) \leq h_{n, p}(x)\right\}}=0$ then $\forall j, \mathbb{I}_{\left\{j \in A_{4}\right\}}=0$ so in this case, $I_{A_{4}}^{1}$ and $I I_{A_{4}}^{1}$ are zero. Then, in what follows we will assume that $\sum_{j=1}^{n} \mathbb{I}_{\left\{j: d_{p}\left(x, \mathcal{X}_{j}\right) \leq h_{n, p}(x)\right\}} \neq 0$. Since $K$ is Lipschitz and we are only considering the indexes $i$ such that $d_{p}\left(x, \mathcal{X}_{i}\right) \leq h_{n, p}(x)$, we get

$$
\begin{aligned}
\left|K_{i, p}-K_{i}\right| & =\left|K\left(\frac{d_{p}\left(x, \mathcal{X}_{i}\right)}{h_{n, p}(x)}\right)-K\left(\frac{d\left(x, \mathcal{X}_{i}\right)}{h_{n}(x)}\right)\right| \\
& \lesssim\left|\frac{d_{p}\left(x, \mathcal{X}_{i}\right)}{h_{n, p}(x)}-\frac{d\left(x, \mathcal{X}_{i}\right)}{h_{n}(x)}\right| \\
& =\frac{\left|d_{p}\left(x, \mathcal{X}_{i}\right) h_{n}(x)-d\left(x, \mathcal{X}_{i}\right) h_{n, p}(x)\right|}{h_{n, p}(x) h_{n}(x)} \\
& \leq \frac{\left|d_{p}\left(x, \mathcal{X}_{i}\right)-d\left(x, \mathcal{X}_{i}\right)\right|}{h_{n}(x)}+\frac{d_{p}\left(x, \mathcal{X}_{i}\right)\left|h_{n}(x)-h_{n, p}(x)\right|}{h_{n}(x) h_{n, p}(x)} \\
& \lesssim \frac{\left|d_{p}\left(x, \mathcal{X}_{i}\right)-d\left(x, \mathcal{X}_{i}\right)\right|}{h_{n}(x)}+\frac{c_{n, p}}{h_{n}(x)} \quad \text { (by H3.2). }
\end{aligned}
$$

Therefore,
(B.10)

$$
\begin{aligned}
I_{A_{4}}^{1} \lesssim & \frac{1}{h_{n}^{2}(x)} \mathbb{E}\left(\sum_{i=1}^{n}\left|d_{p}\left(x, \mathcal{X}_{i}\right)-d\left(x, \mathcal{X}_{i}\right)\right|^{2} \frac{\mathbb{I}_{\left\{i \in A_{4}\right\}}}{\left(\sum_{j=1}^{n} \mathbb{I}_{\left\{j: d_{p}\left(x, \mathcal{X}_{j}\right) \leq h_{n, p}(x)\right\}}\right)^{2}}\right) \\
& +\left(\frac{c_{n, p}}{h_{n}(x)}\right)^{2} \mathbb{E}\left(\sum_{i=1}^{n} \frac{\mathbb{I}_{\left\{i \in A_{4}\right\}}}{\left(\sum_{j=1}^{n} \mathbb{I}_{\left\{j: d_{p}\left(x, \mathcal{X}_{j}\right) \leq h_{n, p}(x)\right\}}\right)^{2}}\right) \\
\lesssim & \frac{1}{h_{n}^{2}(x)} \mathbb{E}\left(\sum_{i=1}^{n}\left|d_{p}\left(x, \mathcal{X}_{i}\right)-d\left(x, \mathcal{X}_{i}\right)\right|^{2} \frac{\mathbb{I}_{\left\{j \in A_{4}\right\}}}{\left(\sum_{j=1}^{n} \mathbb{I}_{\left\{j: d_{p}\left(x, \mathcal{X}_{j}\right) \leq h_{n, p}(x)\right\}}\right)^{2}}\right) \\
& +\left(\frac{c_{n, p}}{h_{n}(x)}\right)^{2}
\end{aligned}
$$

and

$$
\begin{align*}
I I_{A_{4}}^{1} \lesssim & \frac{1}{h_{n}^{2}(x)} \mathbb{E}\left(\left(\sum_{i=1}^{n}\left|d_{p}\left(x, \mathcal{X}_{i}\right)-d\left(x, \mathcal{X}_{i}\right)\right| \frac{\mathbb{I}_{\left\{i \in A_{4}\right\}}}{\sum_{j=1}^{n} \mathbb{I}_{\left\{j: d_{p}\left(x, \mathcal{X}_{j}\right) \leq h_{n, p}(x)\right\}}}\right)^{2}\right) \\
& +\left(\frac{c_{n, p}}{h_{n}(x)}\right)^{2} \mathbb{E}\left(\left(\sum_{i=1}^{n} \frac{\mathbb{I}_{\left\{i \in A_{4}\right\}}}{\sum_{j=1}^{n} \mathbb{I}_{\left\{j \cdot d_{p}\left(x, \mathcal{X}_{j}\right) \leq h_{n, p}(x)\right\}}}\right)^{2}\right)  \tag{B.11}\\
\lesssim & \frac{1}{h_{n}^{2}(x)} \mathbb{E}\left(\left(\sum_{i=1}^{n}\left|d_{p}\left(x, \mathcal{X}_{i}\right)-d\left(x, \mathcal{X}_{i}\right)\right| \frac{\mathbb{I}_{\left\{i \in A_{4}\right\}}}{\sum_{j=1}^{n} \mathbb{I}_{\left\{j: d_{p}\left(x, \mathcal{X}_{j}\right) \leq h_{n, p}(x)\right\}}}\right)^{2}\right) \\
& +\left(\frac{c_{n, p}}{h_{n}(x)}\right)^{2} .
\end{align*}
$$

(4.1) Let $\boldsymbol{A}_{41} \doteq \boldsymbol{A}_{4} \cap\left\{\boldsymbol{i}:\left|d_{p}\left(\boldsymbol{x}, \mathcal{X}_{\boldsymbol{i}}\right)-\boldsymbol{d}\left(\boldsymbol{x}, \mathcal{X}_{\boldsymbol{i}}\right)\right| \leq \boldsymbol{c}_{\boldsymbol{n}, \boldsymbol{p}}\right\}$. In this case, by (H3.1) we get

$$
\begin{equation*}
I_{A_{41}}^{1} \doteq \frac{c_{n, p}^{2}}{h_{n}^{2}(x)} \mathbb{E}\left(\frac{\sum_{i=1}^{n} \mathbb{I}_{\left\{i \in A_{4}\right\}}}{\left(\sum_{j=1}^{n} \mathbb{I}_{\left\{j: d_{p}\left(x, \mathcal{X}_{j}\right) \leq h_{n, p}(x)\right\}}\right)^{2}}\right)+\left(\frac{c_{n, p}}{h_{n}(x)}\right)^{2} \lesssim\left(\frac{c_{n, p}}{h_{n}(x)}\right)^{2} \tag{B.12}
\end{equation*}
$$

and

$$
\begin{equation*}
I I_{A_{41}}^{1} \doteq \frac{c_{n, p}^{2}}{h_{n}^{2}(x)} \mathbb{E}\left(\left(\frac{\sum_{i=1}^{n} \mathbb{I}_{\left\{i \in A_{4}\right\}}}{\sum_{j=1}^{n} \mathbb{I}_{\left\{j: d_{p}\left(x, \mathcal{X}_{j}\right) \leq h_{n, p}(x)\right\}}}\right)^{2}\right)+\left(\frac{c_{n, p}}{h_{n}(x)}\right)^{2} \lesssim\left(\frac{c_{n, p}}{h_{n}(x)}\right)^{2} \tag{B.13}
\end{equation*}
$$

(4.2) Let $\boldsymbol{A}_{42} \doteq \boldsymbol{A}_{4} \cap\left\{\boldsymbol{i}:\left|d_{p}\left(x, \mathcal{X}_{i}\right)-\boldsymbol{d}\left(\boldsymbol{x}, \mathcal{X}_{i}\right)\right|>\boldsymbol{c}_{\boldsymbol{n}, \boldsymbol{p}}\right\}$. Let us define the i.i.d. random variables $Z_{i} \doteq d_{p}\left(x, \mathcal{X}_{i}\right)-d\left(x, \mathcal{X}_{i}\right), i=1, \ldots, n$. Since $d_{p}\left(x, \mathcal{X}_{i}\right) \leq h_{n, p}(x)$ and $d\left(x, \mathcal{X}_{i}\right) \leq$ $3 h_{n}(x)$ we have that $\left|Z_{i}\right| \leq h_{n, p}(x)+3 h_{n}(x)$. Observe that, from (H3.2) and (H3.1), respectively, for $n$ large enough we have

$$
h_{n, p} \leq h_{n}(x)+C_{2} c_{n, p} \leq C h_{n}(x) .
$$

Which implies that, for $n$ large enough, $\left|Z_{i}\right| \leq C h_{n}(x)$. Therefore,

$$
\begin{array}{rlr}
I_{A_{42}}^{1} & \doteq \frac{1}{h_{n}^{2}(x)} \mathbb{E}\left(\sum_{i=1}^{n}\left|Z_{i}\right|^{2} \mathbb{I}_{\left\{\dot{z} c_{n, p} \leq\left|Z_{i}\right| \leq C h_{n}(x)\right\}}\right)+\left(\frac{c_{n, p}}{h_{n}(x)}\right)^{2} \\
& \leq \frac{1}{h_{n}^{2}(x)} \mathbb{E}\left(\sum_{i=1}^{n}\left|Z_{i}\right|^{2} \mathbb{I}_{\left\{\dot{x} c_{n, p} \leq\left|Z_{i}\right| \leq C h_{n}(x)\right\}}\right)+\left(\frac{c_{n, p}}{h_{n}(x)}\right)^{2}  \tag{B.14}\\
& \leq \frac{n}{h_{n}^{2}(x)} \mathbb{E}\left(\left|Z_{1}\right|^{2} \mathbb{I}_{\left\{c_{n, p} \leq\left|Z_{1}\right| \leq C h_{n}(x)\right\}}\right)+\left(\frac{c_{n, p}}{h_{n}(x)}\right)^{2} & \left(\# A_{42} \leq n\right) \\
& \lesssim \frac{n}{h_{n}(x)} \mathbb{E}\left(\left|Z_{1}\right| \mathbb{I}_{\left\{c_{n, p} \leq\left|Z_{1}\right| \leq C h_{n}(x)\right\}}\right)+\left(\frac{c_{n, p}}{h_{n}(x)}\right)^{2} \quad\left(\left|Z_{1}\right| \lesssim h_{n}(x)\right) .
\end{array}
$$

On the other hand,

$$
\begin{align*}
I I_{A_{42}}^{1} & \doteq \frac{1}{h_{n}^{2}(x)} \mathbb{E}\left(\left(\sum_{i=1}^{n}\left|Z_{i}\right| \mathbb{I}_{\left\{i c_{n, p} \leq\left|Z_{i}\right| \leq C h_{n}(x)\right\}}\right)^{2}\right)+\left(\frac{c_{n, p}}{h_{n}(x)}\right)^{2} \\
& \leq \frac{1}{h_{n}^{2}(x)} \mathbb{E}\left(\left(\sum_{i=1}^{n}\left|Z_{i}\right| \mathbb{I}_{\left\{i c_{n, p} \leq\left|Z_{i}\right| \leq C h_{n}(x)\right\}}\right)^{2}\right)+\left(\frac{c_{n, p}}{h_{n}(x)}\right)^{2} . \tag{B.15}
\end{align*}
$$

Observe that, for $i \neq j, Z_{i}$ is independent of $Z_{j}$, then

$$
\begin{aligned}
& \mathbb{E}\left(\left(\sum_{i=1}^{n}\left|Z_{i}\right| \mathbb{I}_{\left\{\dot{u} c_{n, p} \leq\left|Z_{i}\right| \leq C h_{n}(x)\right\}}\right)^{2}\right) \\
&= \mathbb{E}\left(\sum_{i=1}^{n} \sum_{j=1}^{n}\left|Z_{i}\right|\left|Z_{j}\right| \mathbb{I}_{\left\{\dot{x} c_{n, p} \leq\left|Z_{i}\right| \leq C h_{n}(x)\right\}} \mathbb{I}_{\left\{j \cdot c_{n, p} \leq\left|Z_{j}\right| \leq C h_{n}(x)\right\}}\right) \\
&= \mathbb{E}\left(\sum_{i=1}^{n}\left|Z_{i}\right|^{2} \mathbb{I}_{\left\{\dot{x} c_{n, p} \leq\left|Z_{i}\right| \leq C h_{n}(x)\right\}}\right) \\
&+\mathbb{E}\left(\sum_{i=1}^{n} \sum_{\substack{j=1 \\
j \neq i}}^{n}\left|Z_{i}\right|\left|Z_{j}\right| \mathbb{I}_{\left\{\dot{x} c_{n, p} \leq\left|Z_{i}\right| \leq C h_{n}(x)\right\}} \mathbb{I}_{\left\{j \cdot c_{n, p} \leq\left|Z_{j}\right| \leq C h_{n}(x)\right\}}\right) \\
& \leq n \mathbb{E}\left(\left|Z_{1}\right|^{2} \mathbb{I}_{\left\{c_{n, p} \leq\left|Z_{1}\right| \leq C h_{n}(x)\right\}}\right)+n^{2} \mathbb{E}^{n}\left(\left|Z_{1}\right| \mathbb{I}_{\left\{c_{n, p} \leq\left|Z_{1}\right| \leq C h_{n}(x)\right\}}\right) \mathbb{E}^{n}\left(\left|Z_{1}\right| \mathbb{I}_{\left\{c_{n, p} \leq\left|Z_{1}\right| \leq C h_{n}(x)\right\}}\right) \\
& \lesssim n h_{n}(x) \mathbb{E}\left(\left|Z_{1}\right| \mathbb{I}_{\left\{c_{n, p} \leq\left|Z_{1}\right| \leq C h_{n}(x)\right\}}\right)+n^{2}\left(\mathbb{E}\left(\left|Z_{1}\right| \mathbb{I}_{\left\{c_{n, p} \leq\left|Z_{1}\right| \leq C h_{n}(x)\right\}}\right)\right)^{2} \quad\left(\left|Z_{1}\right| \lesssim h_{n}(x)\right) .
\end{aligned}
$$

Using this bound in (B.15), we get

$$
\begin{align*}
I I_{A_{42}}^{1} \lesssim & \frac{n}{h_{n}(x)} \mathbb{E}\left(\left|Z_{1}\right| \mathbb{I}_{\left\{c_{n, p} \leq\left|Z_{1}\right| \leq C h_{n}(x)\right\}}\right)  \tag{B.16}\\
& +\frac{n^{2}}{h_{n}^{2}(x)}\left(\mathbb{E}\left(\left|Z_{1}\right| \mathbb{I}_{\left\{c_{n, p} \leq\left|Z_{1}\right| \leq C h_{n}(x)\right\}}\right)\right)^{2}+\left(\frac{c_{n, p}}{h_{n}(x)}\right)^{2}
\end{align*}
$$

We need to compute the expectation $\mathbb{E}\left(\left|Z_{1}\right| \mathbb{I}_{\left\{c_{n, p} \leq\left|Z_{1}\right| \leq C h_{n}(x)\right\}}\right)$, which is

$$
\begin{aligned}
\mathbb{E}\left(\left|Z_{1}\right| \mathbb{I}_{\left\{c_{n, p} \leq\left|Z_{1}\right| \leq C h_{n}(x)\right\}}\right) & =\int_{c_{n, p}}^{h_{n}(x)} \mathbb{P}\left(\left|Z_{1}\right|>t\right) d t \\
& \leq \mathbb{P}\left(\left|Z_{1}\right|>c_{n, p}\right) \int_{c_{n, p}}^{h_{n}(x)} d t \\
& \leq \mathbb{P}\left(\left|Z_{1}\right|>c_{n, p}\right) h_{n}(x)
\end{aligned}
$$

Therefore, with this inequality in (B.14), we have

$$
\begin{align*}
I_{A_{42}}^{1} & \lesssim n \mathbb{P}\left(\left|Z_{1}\right|>c_{n, p}\right)+\left(\frac{c_{n, p}}{h_{n}(x)}\right)^{2}  \tag{B.17}\\
& =n \mathbb{P}\left(\left|d_{p}\left(x, \mathcal{X}_{1}\right)-d\left(x, \mathcal{X}_{1}\right)\right|>c_{n, p}\right)+\left(\frac{c_{n, p}}{h_{n}(x)}\right)^{2}
\end{align*}
$$

and, with the same inequality in (B.16),

$$
\begin{align*}
I I_{A_{42}}^{1} \lesssim & n \mathbb{P}\left(\left|Z_{1}\right|>c_{n, p}\right)+\left(n \mathbb{P}\left(\left|Z_{1}\right|>c_{n, p}\right)\right)^{2}+\left(\frac{c_{n, p}}{h_{n}(x)}\right)^{2}  \tag{B.18}\\
= & n \mathbb{P}\left(\left|d_{p}\left(x, \mathcal{X}_{1}\right)-d\left(x, \mathcal{X}_{1}\right)\right|>c_{n, p}\right) \\
& +\left(n \mathbb{P}\left(\left|d_{p}\left(x, \mathcal{X}_{1}\right)-d\left(x, \mathcal{X}_{1}\right)\right|>c_{n, p}\right)\right)^{2}+\left(\frac{c_{n, p}}{h_{n}(x)}\right)^{2} .
\end{align*}
$$

Then, with (B.12) and (B.17) in (B.10) we get

$$
\begin{equation*}
I_{A_{4}}^{1} \lesssim\left(\frac{c_{n, p}}{h_{n}(x)}\right)^{2}+n \mathbb{P}\left(\left|d_{p}\left(x, \mathcal{X}_{1}\right)-d\left(x, \mathcal{X}_{1}\right)\right|>c_{n, p}\right) \tag{B.19}
\end{equation*}
$$

and, with (B.13) and (B.18) in (B.11),

$$
\begin{align*}
I I_{A_{4}}^{1} \lesssim & \left(\frac{c_{n, p}}{h_{n}(x)}\right)^{2}+n \mathbb{P}\left(\left|d_{p}\left(x, \mathcal{X}_{1}\right)-d\left(x, \mathcal{X}_{1}\right)\right|>c_{n, p}\right)  \tag{B.20}\\
& +\left(n \mathbb{P}\left(\left|d_{p}\left(x, \mathcal{X}_{1}\right)-d\left(x, \mathcal{X}_{1}\right)\right|>c_{n, p}\right)\right)^{2}
\end{align*}
$$

On the other hand, observe that $I_{A_{4}}^{2}=\mathbb{E}\left(\left(\frac{\sum_{j=1}^{n}\left|K_{j}-K_{j, p}\right|}{\sum_{j=1}^{n} K_{j, p}}\right)^{2}\right)$. Since $A_{4}^{c}=\left\{j: d\left(x, \mathcal{X}_{j}\right)>\right.$ $\left.3 h_{n}(x)\right\} \cup\left\{j: d_{p}\left(x, \mathcal{X}_{j}\right)>h_{n, p}(x)\right\}$, we can write

$$
\begin{aligned}
\frac{\sum_{j=1}^{n}\left|K_{j}-K_{j, p}\right|}{\sum_{j=1}^{n} K_{j, p}} \leq & \frac{\sum_{j=1}^{n}\left|K_{j}-K_{j, p}\right| \mathbb{I}_{\left\{j \in A_{4}\right\}}}{\sum_{j=1}^{n} K_{j, p}} \\
& +\frac{\sum_{j=1}^{n}\left|K_{j}-K_{j, p}\right| \mathbb{I}_{\left\{j: d\left(x, \mathcal{X}_{j}\right)>3 h_{n}(x)\right\}}}{\sum_{j=1}^{n} K_{j, p}} \\
& +\frac{\sum_{j=1}^{n}\left|K_{j}-K_{j, p}\right| \mathbb{I}_{\left\{j: d_{p}\left(x, \mathcal{X}_{j}\right)>h_{n, p}(x)\right\}}}{\sum_{j=1}^{n} K_{j, p}}
\end{aligned}
$$

Using that $K$ is regular and that $\sum_{j=1}^{n} K_{j, p} \geq 1$ (this is since $\left.\left\{j: d_{p}\left(x, \mathcal{X}_{j}\right) \leq h_{n, p}(x)\right\} \neq \emptyset\right)$, we get

$$
\begin{aligned}
I_{A_{4}}^{2}= & \mathbb{E}\left(\left(\frac{\sum_{j=1}^{n}\left|K_{j}-K_{j, p}\right|}{\sum_{j=1}^{n} K_{j, p}}\right)^{2}\right) \\
\lesssim & I I_{A_{4}}^{1}+\mathbb{E}\left(\left(\sum_{j=1}^{n}\left|W_{j, p}\right| \mathbb{I}_{\left\{j \cdot d_{p}\left(x, \mathcal{X}_{j}\right) \leq h_{n, p}(x), d\left(x, \mathcal{X}_{j}\right)>3 h_{n}(x)\right\}}\right)^{2}\right) \\
& +\frac{\sum_{j=1}^{n} K_{j} \mathbb{I}_{\left\{j \cdot d_{p}\left(x, \mathcal{X}_{j}\right)>h_{n, p}(x)\right\}}}{\sum_{j=1}^{n} K_{j, p}} \\
\lesssim & I I_{A_{4}}^{1}+I I_{A_{3}}+\mathbb{E}\left(\left(\sum_{j=1}^{n} \mathbb{I}_{\left\{j: d_{p}\left(x, \mathcal{X}_{j}\right)>h_{n, p}(x), d\left(x, \mathcal{X}_{j}\right) \leq h_{n}(x)\right\}}\right)^{2}\right) \\
\leq & I I_{A_{4}}^{1}+I I_{A_{3}}+C_{A_{2}}
\end{aligned}
$$

where $I I_{A_{4}}^{1}$ was defined in (B.9), $I I_{A_{3}}$ in (B.5), and $C_{A_{2}}$ in (B.2). Then, from (B.20), (B.7) and (B.4), we have

$$
\begin{align*}
I_{A_{4}}^{2} \lesssim & \left(\frac{c_{n, p}}{h_{n}(x)}\right)^{2}+n \mathbb{P}\left(\left|d_{p}\left(x, \mathcal{X}_{1}\right)-d\left(x, \mathcal{X}_{1}\right)\right|>c_{n, p}\right)  \tag{B.21}\\
& +\left(n \mathbb{P}\left(\left|d_{p}\left(x, \mathcal{X}_{1}\right)-d\left(x, \mathcal{X}_{1}\right)\right|>c_{n, p}\right)\right)^{2} .
\end{align*}
$$

Therefore, with (B.19) and (B.21) in (B.8) we have

$$
\begin{align*}
I_{A_{4}} \lesssim & \left(\frac{c_{n, p}}{h_{n}(x)}\right)^{2}+n \mathbb{P}\left(\left|d_{p}\left(x, \mathcal{X}_{1}\right)-d\left(x, \mathcal{X}_{1}\right)\right|>c_{n, p}\right)  \tag{B.22}\\
& +\left(n \mathbb{P}\left(\left|d_{p}\left(x, \mathcal{X}_{1}\right)-d\left(x, \mathcal{X}_{1}\right)\right|>c_{n, p}\right)\right)^{2},
\end{align*}
$$

and with (B.20) and (B.21) in (B.9),

$$
\begin{align*}
I I_{A_{4}} \lesssim & \left(\frac{c_{n, p}}{h_{n}(x)}\right)^{2}+n \mathbb{P}\left(\left|d_{p}\left(x, \mathcal{X}_{1}\right)-d\left(x, \mathcal{X}_{1}\right)\right|>c_{n, p}\right)  \tag{B.23}\\
& +\left(n \mathbb{P}\left(\left|d_{p}\left(x, \mathcal{X}_{1}\right)-d\left(x, \mathcal{X}_{1}\right)\right|>c_{n, p}\right)\right)^{2} .
\end{align*}
$$

Finally, to complete the proof of this result (i.e. that $I$ and $I I$ converge to zero) we need to show that the expectation on $\mathcal{X}$ of

$$
\left(\frac{c_{n, p}}{h_{n}(x)}\right)^{2}+n \mathbb{P}_{\mathcal{X}_{1}}\left(\left|d_{p}\left(x, \mathcal{X}_{1}\right)-d\left(x, \mathcal{X}_{1}\right)\right|>c_{n, p}\right)+\left(n \mathbb{P}_{\mathcal{X}_{1}}^{2}\left|d_{p}\left(x, \mathcal{X}_{1}\right)-d\left(x, \mathcal{X}_{1}\right)\right|>c_{n, p}\right)
$$

converges to zero. In order to show it, recall that from H 2 we have

$$
n^{2} \mathbb{E}_{\mathcal{X}}\left(\mathbb{P}_{\mathcal{X}_{1} \mid \mathcal{X}}^{2}\left(\left|d_{p}\left(\mathcal{X}, \mathcal{X}_{1}\right)-d\left(\mathcal{X}, \mathcal{X}_{1}\right)\right| \geq c_{n, p}\right) \mid \mathcal{X} \in \operatorname{supp}(\mu)\right) \rightarrow 0,
$$

and consequently, by Cauchy Schwartz inequality,

$$
\left.n \mathbb{E}_{\mathcal{X}}\left(\mathbb{P}_{\mathcal{X}_{1} \mid \mathcal{X}}\left(\left|d_{p}\left(\mathcal{X}, \mathcal{X}_{1}\right)-d\left(\mathcal{X}, \mathcal{X}_{1}\right)\right| \geq c_{n, p}\right)\right) \mid \mathcal{X} \in \operatorname{supp}(\mu)\right) \rightarrow 0
$$

In addition, from (H3.1) we have

$$
\mathbb{E}_{\mathcal{X}}\left(\left(\frac{c_{n, p}}{h_{n}(\mathcal{X})}\right)^{2}\right) \rightarrow 0
$$

Therefore, taking expectation with respect to $\mathcal{X}$ in (B.3), (B.4), (B.6), (B.7), (B.22) and (B.23), we prove Part (a) of the Theorem.

Proof of (b): The only difference with item (a) is the convergence of term III to zero which is ensured by Proposition 2.2.

Proof of Theorem 3.2: Let $\gamma_{n} \rightarrow \infty$ as $n \rightarrow \infty$ a sequence such that, as $n, p \rightarrow \infty$, $\mathbb{E}_{\mathcal{X}}\left(\gamma_{n}\left(\frac{c_{n, p}}{h_{n}(\mathcal{X})}\right)^{2}\right) \rightarrow 0$ and, for each $i=1, \ldots, n$,

$$
\gamma_{n} n^{2} \mathbb{E}_{\mathcal{X}}\left(\mathbb{P}_{\mathcal{X}_{i} \mid \mathcal{X}}^{2}\left(\left|d\left(\mathcal{X}, \mathcal{X}_{i}\right)-d_{p}\left(\mathcal{X}, \mathcal{X}_{i}\right)\right| \geq c_{n, p} \mid \mathcal{X} \in \operatorname{supp}(\mu)\right)\right) \rightarrow 0
$$

From proof of Theorem 3.1 we get

$$
\begin{aligned}
\mathbb{E}\left(\gamma_{n}\left(\widehat{\eta}_{n, p}(\mathcal{X})-\eta(\mathcal{X})\right)^{2}\right) \lesssim & \gamma_{n} n \mathbb{E}_{\mathcal{X}}\left(\mathbb{P}_{\mathcal{X}_{1}}\left(d_{p}\left(x, \mathcal{X}_{1}\right)-d\left(x, \mathcal{X}_{1}\right) \geq c_{n, p}\right)\right) \\
& +\mathbb{E}_{\mathcal{X}}\left(\gamma_{n}\left(\frac{c_{n, p}}{h_{n}(\mathcal{X})}\right)^{2}\right)+\mathbb{E}\left(\gamma_{n}\left(\widehat{\eta}_{n}(\mathcal{X})-\eta(\mathcal{X})\right)^{2}\right),
\end{aligned}
$$

from what follows that

$$
\lim _{n, p \rightarrow \infty} \mathbb{E}\left(\gamma_{n}\left(\widehat{\eta}_{n, p}(\mathcal{X})-\eta(\mathcal{X})\right)^{2}\right)=0
$$
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#### Abstract

: - In most of the longitudinal studies, involving count responses, excess zeros are common in practice. Usually, the current response measurement in a longitudinal sequence is a function of previous outcomes. For example, in a study about acute renal allograft rejection, the number of acute rejection episodes for a patient in current time is a function of this outcome at previous follow-up times. In this paper, we consider a transition model for accounting the dependence of current outcome on the previous outcomes in the presence of excess zeros. We propose the use of the generalized Poisson distribution as a flexible distribution for considering overdispersion (or underdispersion). The maximum likelihood estimates of the parameters are obtained using the EM algorithm. Some simulation studies are performed for illustration of the proposed methods. Also, analysis of a real data set of a kidney allograft rejection study illustrates the application of the proposed model.
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## 1. INTRODUCTION

In modeling many count longitudinal clinical studies, the excess of zero is a common problem. For example, in a study about acute renal allograft rejection, many patients may have no acute rejection episodes at some follow-up times or in an asthma-related study, if the response variable is the number of asthma-related hospitalizations at each follow-up time, many patients may report no asthma-related hospitalizations. In these examples, the response variable for the patient can be considered as a count variable which may be recorded with extra zeros. Useful models for describing these kinds of data sets are zero-inflated models. In these models a special probability is allocated to zero observations (see Section 2 for more details).

Several approaches are proposed for analyzing these data sets. For example, hurdle model $[25,15,16]$ and zero-inflated Poisson (ZIP) model [19, 12] are two well-known approaches for analysing zero-inflated (ZI) count data. Also, zero-inflated generalized Poisson (ZIGP) and zero-inflated negative binomial (ZINB) models are two other well-known approaches for considering overdispersion of which ZIGP model can also consider underdispersion to analyse inflated count data. [7] proposed a ZIGP model to analyse the data set of outsourcing of patent applications.

The analysis of longitudinal ZI count data are discussed frequently in literature. [4] proposed ZIP and ZINB models for analysing data of a study of growth. They describe their approaches as mixture models with a proportion P of subjects not at risk, and a proportion of 1-P at risk subjects who take on outcome values following a Poisson or negative binomial distribution. [21] used the ZIP and ZINB models to analyze longitudinal studies in epidemiology. [23] proposed a random effect model to analysis the ZI longitudinal count data. [28] discussed application of the ZI and hurdle models for longitudinal studies concerning vaccination safety. [14] used ZIP regression for analysing longitudinal data. [2] proposed a two-part regression model for analysing ZI longitudinal count data. They used their proposed approach for analysing an healthcare utilization data set. [26] discussed a Bayesian paradigm for ZIP and ZINB model for analysing data set of a study of psychiatric outpatient service. [27] provided a review of the literature and tests the Poisson, the ZIP, the negative binomial (NB) and the ZINB models in the context of longitudinal count data. [3] give many examples of the use of ZI distributions to model longitudinal data and consider this approach as a conventional one. [22] described a mixed-effect hurdle model for ZI longitudinal count data, where a baseline variable is included in the model specification. They used their proposed approach to analyse a healthcare utilization data.

A common problem in the practice of studying count data is overdispersion or underdispersion. The use of Poisson distribution to analyze count data has a lack of fit because of ignoring to consider these problems. To deal with overdispersion the use of NB distribution is proposed. But, this distribution has a lack of fit for considering the possible underdispersion. A distribution function which considers both the overdispersion and underdispersion is the generalized Poisson distribution [6, 5]. Note that the zero-inflation generally involve overdispersion or underdispersion. Here, the use of ZIGP distribution is recommended to consider both problems of underdispersion and overdispersion. Underdispersion is rarely occurred in practice. Therefore, the most concern of this paper is on the overdispersion in zero-inflated longitudinal data.

Three main modeling families are introduced to model longitudinal data: marginal models, subject-specified models and conditionally specified models [9, 24]. In a marginal model, marginal distributions are used to describe the longitudinal outcomes vector given a set of predictor variables. The correlation among the components of the longitudinal measurements can be captured by a fully parametric approach or by modeling a limited number of lower-order moments such as generalized estimating equations (GEE). In random effects or subject-specified models the longitudinal outcome vector is modeled by a vector of random effects. Several software and programs, for instance SAS and Mplus, make it possible to fit ZIP and ZINB distributions to longitudinal ZI data using random effects models. Finally in a conditionally specified model any response within the sequence of longitudinal measurements is modeled conditional upon the outcome on the previous time or a subset of previous outcomes. A particular relevant class of conditional models is the so-called autoregressive or transition models. In a transition model a current measurement in a longitudinal study is described as a function of the previous outcomes [9]. In this paper, our focus is on transition models. For some applications of the transition models in repeated measurement outcomes see $[1,18,11]$. Also, for reviews of transition models for analyzing the longitudinal data see [9], [30] and [10].

In this paper, we use the ZIGP transition models to analyze longitudinal count data with extra zeros. We use the usual EM algorithm for parameters estimation. The proposed model is illustrated using some simulation studies, where the performance of the proposed distributional assumption for transition model is compared with ZIP, ZINB, NB and GP distributional assumptions. Also, the proposed method is used for analyzing a real data set of a kidney allograft rejection study in application section where the best fitting model is selected by using Akaike information criterion (AIC), Bayesian information criterion (BIC) and Hannan-Quinn criterion (HQC).

This paper is organized as follows: Section 2 is a review on generalized Poisson and zero-inflated generalized Poisson distributions and the relation of these distributions with Poisson and zero-inflated Poisson distributions. Section 3 includes some notation, definitions of models, likelihood functions, the EM algorithm and our illustration of the proposed transition model for analyzing zero-inflated longitudinal data. In Section 4, some simulation studies are performed. In this section four different structures are considered for generating data and performance of ZIGP, ZINB, ZIP, NB and GP transition models are compared for each structure. The description and the analysis of a real data set using the proposed model are given and comparison of the performance of our approach with some other distributional assumptions is given in Section 5. The last section includes some conclusions and discussions.

## 2. ZERO-INFLATED GENERALIZED POISSON DISTRIBUTION

The random variable $Y$ is said to have a generalized Poisson distribution, if its probability mass function is given by

$$
\begin{equation*}
f(y ; \xi, \omega)=\frac{\xi(\xi+\omega y)^{y-1}}{y!} e^{-(\xi+\omega y)}, \quad y=0,1,2, \ldots \tag{2.1}
\end{equation*}
$$

where $\xi>0$ and $\max (-1,-\xi / 4)<\omega<1$ [13]. The mean and variance of this distribution are given by

$$
E(Y)=\frac{\xi}{1-\omega}, \quad \operatorname{Var}(Y)=\frac{\xi}{(1-\omega)^{3}}=\frac{1}{(1-\omega)^{2}} E(Y)
$$

therefore, the term $\frac{1}{(1-\omega)^{2}}$ plays the role of a dispersion factor. Clearly, when $\omega=0$, the generalized Poisson distribution reduces to the usual Poisson distribution with parameter $\xi$. Further, when $\omega>0$, we have overdispersion in the model; when $\omega<0$, we have underdispersion.

A parameterization of this distribution is given by setting $\lambda=\frac{\xi}{1-\omega}$ and $\phi=\frac{\omega}{\xi}$, denoted by $Y \sim G P(\lambda, \phi)$, and its probability mass function is given by

$$
\begin{equation*}
f_{G P}(y ; \lambda, \phi)=\left(\frac{\lambda}{1+\phi \lambda}\right)^{y} \frac{(1+\phi y)^{y-1}}{y!} \exp \left(\frac{-\lambda(1+\phi y)}{1+\phi \lambda}\right), \quad y=0,1,2, \ldots, \lambda>0 \tag{2.2}
\end{equation*}
$$

where $\phi$ is a real value parameter such that for all $y, 1+\phi y>0$ and $1+\phi \lambda>0$. These restrictions are confirmed by the restriction on the distribution (2.1). The generalized Poisson distribution (2.2) is a natural extension of the Poisson distribution. If $\phi=0$, then the probability function (2.2) reduces to the Poisson distribution, denoted by $Y \sim P(\lambda)$. By the above mentioned parameterization, the mean of $Y$ is given by $E(Y)=\lambda$ and the variance of $Y$ is given by $\operatorname{Var}(Y)=\lambda(1+\phi \lambda)^{2}$. In the generalized Poisson distribution, the $\phi$ parameter is called dispersion parameter. When $\phi>0$, the overdispersion is presented in the model, whereas when $\phi<0$, the underdispersion is included in the model. The generalized Poisson distribution is a more flexible distribution than the negative binomial distribution for considering possibility of underdispersion or overdispersion. This property is one of the well-known properties of generalized Poisson distribution. [17] proved that the generalized Poisson distribution, the same as negative binomial distribution, can be considered as a mixture of the Poisson distribution. [17] show that there are some differences between the fits of the generalized Poisson and negative binomial distributions. When the first two moments are fixed, the negative binomial distribution have larger mass at zero than the generalized Poisson distribution. This means their zero-inflated variations tend to have larger discrepancy. However, the fits of their zero-inflated variations may differ when there is a large zero fraction [17]. For more details about generalized Poisson distribution see [6] and [5]. Also, VGAM and $H M M p a$ packages of R can be applied to use the generalized Poisson distribution.

A zero-inflated generalized Poisson distribution for a positive value $\pi(0 \leq \pi \leq 1)$ is defined as follows:

$$
f_{Z I G P}(y ; \lambda, \phi, \pi)= \begin{cases}\pi+(1-\pi) f_{G P}(0 ; \lambda, \phi), & y=0  \tag{2.3}\\ (1-\pi) f_{G P}(y ; \lambda, \phi), & y>0\end{cases}
$$

where $f_{G P}(\cdot ; \lambda, \phi)$ is the probability mass function of (2.2). We will use the notation $Y \sim \operatorname{ZIGP}(\lambda, \phi, \pi)$ to denote the distribution of (2.3). The mean and variance of this distribution are given by $E(Y)=(1-\pi) \lambda$ and $\operatorname{var}(Y)=E(Y)\left[(1+\phi \lambda)^{2}+\pi \lambda\right]$, respectively. The variance of this distribution shows that for $\pi>0$ and $\phi>0$ the distribution of $Y$ exhibits overdispersion. The distribution (2.3) reduced to the generalized Poisson distribution when $\pi=0$ and it reduced to zero-inflated Poisson distribution when $\phi=0$, denoted by $Y \sim Z I P(\lambda, \pi)$. When $\pi$ is allowed to be negative, the distribution (2.3) presents a zerodeflated generalized Poisson distribution which rarely occurs in practice.

## 3. ZERO-INFLATED TRANSITION MODELS FOR COUNT RESPONSES

Suppose $N$ individuals are participated in a longitudinal study and for each individual $n_{i}(i=1,2, \ldots, N)$ repeated measurements are recorded as response variables. Also, let $Y_{i j}$, $i=1,2, \ldots, N$ and $j=1,2, \ldots, n_{i}$ be the longitudinal measurements for the $i^{\text {th }}$ individual at $j^{\text {th }}$ time point and let $W_{i j}, i=1,2, \ldots, N$ and $j=1,2, \ldots, n_{i}$ be indicator variables as follows:

$$
W_{i j}= \begin{cases}1, & Y_{i j} \text { is from the perfect state } \\ 0, & Y_{i j} \text { is from the Poisson state }\end{cases}
$$

where by perfect we means that the sample is from a degenerated distribution at 0 . It is clear that $W_{i j}$ is a latent variable. Also, let $\boldsymbol{h}_{i j}=\left(Y_{i 1}, \ldots, Y_{i, j-1}\right)$ be the previous outcomes up to time $j$ or in other words history of outcomes for the $i^{\text {th }}$ individual.

In a transition model, the outcome $Y_{i j}$ is modeled in term of $\boldsymbol{h}_{i j}$ [9]. The order of a transition model is the number of the previous measurements that are considered for modeling the measurement of the current time. We consider a first order zero-inflated transition model as follows:

$$
\begin{align*}
P_{Z I}\left(Y_{i j}=y_{i j} \mid \pi_{i j},\right. & \left.\lambda_{i j}, \phi, \boldsymbol{x}_{i j}, \boldsymbol{z}_{i j}, y_{i, j-1}\right)= \\
& = \begin{cases}\pi_{i j}+\left(1-\pi_{i j}\right) P\left(Y_{i j}=y_{i j} \mid \lambda_{i j}, \phi, \boldsymbol{x}_{i j}, y_{i, j-1}\right), & y_{i j}=0 \\
\left(1-\pi_{i j}\right) P\left(Y_{i j}=y_{i j} \mid \lambda_{i j}, \phi, \boldsymbol{x}_{i j}, y_{i, j-1}\right), & y_{i j} \neq 0\end{cases} \tag{3.1}
\end{align*}
$$

where

$$
\begin{align*}
\log \left(\lambda_{i 1}\right) & =\boldsymbol{x}_{i 1}^{\prime} \boldsymbol{\beta}  \tag{3.2}\\
\operatorname{logit}\left(\pi_{i 1}\right) & =\boldsymbol{z}_{i 1}^{\prime} \boldsymbol{\alpha} \tag{3.3}
\end{align*}
$$

and, for $j=2,3, \ldots, n_{i}$,

$$
\begin{align*}
\log \left(\lambda_{i j}\right) & =\boldsymbol{x}_{i j}^{\prime} \boldsymbol{\beta}+\gamma_{1} I_{\{0\}}\left(Y_{i, j-1}\right)+\gamma_{2} y_{i, j-1}\left(1-I_{\{0\}}\left(Y_{i, j-1}\right)\right)  \tag{3.4}\\
\operatorname{logit}\left(\pi_{i j}\right) & =\boldsymbol{z}_{i j}^{\prime} \boldsymbol{\alpha}+\tau_{1} I_{\{0\}}\left(Y_{i, j-1}\right)+\tau_{2} y_{i, j-1}\left(1-I_{\{0\}}\left(Y_{i, j-1}\right)\right), \quad j=2, \ldots, n_{i} \tag{3.5}
\end{align*}
$$

where $\pi_{i j}=P\left(Y_{i j}=0 \mid \boldsymbol{\alpha}, \boldsymbol{z}_{i j}, \boldsymbol{h}_{i j}\right)=P\left(Y_{i j}=0 \mid \boldsymbol{\alpha}, \boldsymbol{z}_{i j}, y_{i, j-1}\right)$ is the rate of zeros given some covariates and the history of outcomes. In this model the effect of the previous zero response on current measurement $\left(\gamma_{1}\right)$ and the effect of the non-zero previous response on current mean $\left(\gamma_{2}\right)$ are separately considered. This is due to the fact that one expects to have the current mean to be close to the previous values of responses.

We will use the notation $Y \sim Z I G P\left(\lambda_{i j}, \pi_{i j}, \phi\right)$ to denote model (3.1). Note that (3.1) is reduced to zero-inflated Poisson model when $\phi=0$. We will use the notation $Y \sim$ $Z I P\left(\lambda_{i j}, \pi_{i j}\right)$ to denote model (3.1) when $\phi=0$. Let $\boldsymbol{\theta}=(\boldsymbol{\alpha}, \boldsymbol{\beta}, \boldsymbol{\gamma}, \boldsymbol{\tau}, \phi)$ be the vector of all the unknown parameters in the model where $\boldsymbol{\alpha}=\left(\alpha_{1}, \alpha_{2}\right)^{\prime}$ and $\boldsymbol{\gamma}=\left(\gamma_{1}, \gamma_{2}\right)^{\prime}$. The likelihood
function of the model can be written as:

$$
\begin{aligned}
L(\boldsymbol{\theta} \mid \boldsymbol{y}, \boldsymbol{x}, \boldsymbol{z})= & \prod_{i=1}^{N}\left\{f\left(y_{i 1}\right) \times \prod_{j=2}^{n_{i}} f\left(y_{i j} \mid y_{i, j-1}\right)\right\} \\
= & \prod_{i=1}^{N} \prod_{j=1}^{n_{i}}\left(\pi_{i j}+\left(1-\pi_{i j}\right) P\left(Y_{i j}=0 \mid \lambda_{i j}, \phi, \boldsymbol{x}_{i j}, \boldsymbol{h}_{i j}\right)\right)^{I\left(y_{i j}=0\right)} \\
& \times\left(\left(1-\pi_{i j}\right) P\left(Y_{i j} \neq 0 \mid \lambda_{i j}, \phi, \boldsymbol{x}_{i j}, \boldsymbol{h}_{i j}\right)\right)^{1-I\left(y_{i j}=0\right)}
\end{aligned}
$$

where $h_{i 1}=0$ and it will not be considered in the model. This likelihood function can be maximized using some numerical methods such as Newton-Raphson [20].

Another approach for obtaining parameter estimates is the use of the ExpectationMaximization (EM) [8] algorithm. To obtain the EM estimates of the parameters, we use the indicator variable, $W_{i j}, i=1,2, \ldots, N, j=1,2, \ldots, n_{i}$. As mentioned earlier $W_{i j}$ is a latent variable for indicating the perfect state versus the Poisson state outcome. Therefore, the log-likelihood function of $(\boldsymbol{Y}, \boldsymbol{W})$ as complete data is given by

$$
\begin{aligned}
\ell_{c}(\boldsymbol{\theta} \mid \boldsymbol{y}, \boldsymbol{w}, \boldsymbol{x}, \boldsymbol{z})= & \sum_{i=1}^{N} \sum_{j=1}^{n_{i}} w_{i j} \log \left(\pi_{i j}\right)+\sum_{i=1}^{N} \sum_{j=1}^{n_{i}}\left(1-w_{i j}\right) \log \left(1-\pi_{i j}\right) \\
& +\sum_{i=1}^{N} \sum_{j=1}^{n_{i}}\left(1-w_{i j}\right)\left\{y_{i j} \log \left(\lambda_{i j}\right)-y_{i j} \log \left(1+\phi \lambda_{i j}\right)\right. \\
& \left.+\left(y_{i j}-1\right) \log \left(1+\phi y_{i j}\right)-\log \left(y_{i j}!\right)-\lambda_{i j} \frac{1+\phi y_{i j}}{1+\phi \lambda_{i j}}\right\} .
\end{aligned}
$$

The EM algorithm contains two steps: in the first step (E-step), the expectation of the complete likelihood function (here $\ell_{c}(\boldsymbol{\theta} \mid \boldsymbol{y}, \boldsymbol{w}, \boldsymbol{x}, \boldsymbol{z})$ ) given the observed data (here $\boldsymbol{Y}$ ) and the current value of the parameters in the $r^{\text {th }}$ step (called $\boldsymbol{\theta}^{(r)}$ ) is calculated, by defining $Q\left(\boldsymbol{\theta} \mid \boldsymbol{\theta}^{(r)}\right)=E\left[\ell_{c}(\boldsymbol{\theta} \mid \boldsymbol{y}, \boldsymbol{w}, \boldsymbol{x}, \boldsymbol{z}) \mid \boldsymbol{y}, \boldsymbol{x}, \boldsymbol{z}, \boldsymbol{\theta}^{(r)}\right]$. We have

$$
\begin{aligned}
Q\left(\boldsymbol{\theta} \mid \boldsymbol{\theta}^{(r)}\right)= & \sum_{i=1}^{N} \sum_{j=1}^{n_{i}} E\left[W_{i j} \mid \boldsymbol{y}, \boldsymbol{x}, \boldsymbol{z}, \boldsymbol{\theta}^{(r)}\right] \log \left(\pi_{i j}\right) \\
& +\sum_{i=1}^{N} \sum_{j=1}^{n_{i}}\left(1-E\left[W_{i j} \mid \boldsymbol{y}, \boldsymbol{x}, \boldsymbol{z}, \boldsymbol{\theta}^{(r)}\right]\right) \log \left(1-\pi_{i j}\right) \\
& +\sum_{i=1}^{N} \sum_{j=1}^{n_{i}}\left(1-E\left[W_{i j} \mid \boldsymbol{y}, \boldsymbol{x}, \boldsymbol{z}, \boldsymbol{\theta}^{(r)}\right]\right)\left\{y_{i j} \log \left(\lambda_{i j}\right)-y_{i j} \log \left(1+\phi \lambda_{i j}\right)\right. \\
& \left.+\left(y_{i j}-1\right) \log \left(1+\phi y_{i j}\right)-\log \left(y_{i j}!\right)-\lambda_{i j} \frac{1+\phi y_{i j}}{1+\phi \lambda_{i j}}\right\} .
\end{aligned}
$$

For computing the EM algorithm, the following expectation is needed:

$$
\begin{aligned}
E\left[W_{i j} \mid \boldsymbol{y}, \boldsymbol{w}, \boldsymbol{x}, \boldsymbol{z}, \boldsymbol{\theta}^{(r)}\right] & =P\left(W_{i j}=1 \mid y_{i, j-1}, \boldsymbol{x}, \boldsymbol{z}, \boldsymbol{\theta}^{(r)}\right) \\
& = \begin{cases}\frac{\pi_{i j}^{(r)}}{\pi_{i j}^{(r)}+\left(1-\pi_{i j}^{(r)}\right) P\left(Y_{i j}=0 \lambda_{i j}^{(r)}, \phi^{(r)}, \boldsymbol{x}_{i j}, y_{i, j-1}\right)}, & y_{i j}=0, \\
0, & y_{i j} \neq 0,\end{cases}
\end{aligned}
$$

where $\pi_{i j}^{(r)}=P\left(Y_{i j}=0 \mid \boldsymbol{z}_{i j}, \boldsymbol{\theta}^{(r)}, y_{i, j-1}\right)$ and $\lambda_{i j}^{(r)}$ is the current Poisson rate at the $r^{\text {th }}$ iteration.

In the second step (M-step), we define

$$
\boldsymbol{\theta}^{(r+1)}=\underset{\boldsymbol{\theta} \in \boldsymbol{\Theta}}{\arg \max } Q\left(\boldsymbol{\theta} \mid \boldsymbol{\theta}^{(r)}\right) .
$$

The algorithm is converged and is stopped when

$$
\left\|\boldsymbol{\theta}^{(r)}-\boldsymbol{\theta}^{(r+1)}\right\|<\varepsilon,
$$

where $\|\cdot\|$ is a pre-specified measure.

## 4. SIMULATION STUDIES

In this section some simulation studies are performed for investigating the performance of the proposed approach. At first, the data are generated from ZIGP and the performance of ZIGP, GP, ZINB, NB and ZIP are compared on analyzing these data. Two other simulated data are generated under ZINB and ZIP where the performance of analyzing ZIGP, ZINB and ZIP are investigated in each case. Note that ZIP model is a ZIGP model with $\phi=0$. The last simulation study is used to examine the performance of ZIGP, ZINB and ZIP in the presence of underdispersion.

### 4.1. Zero-inflated generalized Poisson model

In this simulation study the data set is generated from a transition model under ZIGP. The simulation study contains two sample sizes $N=100$ and 500 where $M=1000$ iterations are performed. For generating data, we consider a ZIGP model as follows:

$$
\begin{equation*}
Y_{i j} \mid \lambda_{i j}, \pi_{i j} \sim \operatorname{ZIGP}\left(\lambda_{i j}, \pi_{i j}, \phi\right) \tag{4.1}
\end{equation*}
$$

where

$$
\begin{align*}
\log \left(\lambda_{i 1}\right) & =\beta_{0}+\beta_{1} x_{i}+\beta_{2} t_{1}, \\
\operatorname{logit}\left(\pi_{i 1}\right) & =\alpha_{0}+\alpha_{1} x_{i}+\alpha_{2} t_{1},  \tag{4.2}\\
\log \left(\lambda_{i j}\right) & =\beta_{0}+\beta_{1} x_{i}+\beta_{2} t_{j}+\gamma_{1} I_{\{0\}}\left(Y_{i, j-1}\right)+\gamma_{2} y_{i, j-1}\left(1-I_{\{0\}}\left(Y_{i, j-1}\right)\right), \quad j=2,3,4, \\
\operatorname{logit}\left(\pi_{i j}\right) & =\alpha_{0}+\alpha_{1} x_{i}+\alpha_{2} t_{j}+\tau_{1} I_{\{0\}}\left(Y_{i, j-1}\right)+\tau_{2} y_{i, j-1}\left(1-I_{\{0\}}\left(Y_{i, j-1}\right)\right), \quad j=2,3,4 .
\end{align*}
$$

For this simulation study, two sets of real values are considered as follows:

1) $\alpha_{0}=-1, \alpha_{1}=1, \alpha_{2}=0, \beta_{0}=-3, \beta_{1}=\beta_{2}=1, \gamma_{1}=-1, \gamma_{2}=0, \tau_{1}=0, \tau_{2}=1$ and $\phi=1$.
2) $\alpha_{0}=-1, \alpha_{1}=-1, \alpha_{2}=0, \beta_{0}=-3, \beta_{1}=\beta_{2}=1, \gamma_{1}=1, \gamma_{2}=-1, \tau_{1}=1, \tau_{2}=-1$ and $\phi=0.5$.

The results of these simulation studies are summarized in Tables 1 and 2, respectively.
Table 1: Results of simulation study for generated data under ZIGP model, estimate (Est.), standard error (S.E.), relative bias (Bias) and mean square error (MSE) for $M=$ 1000 simulated data with sample sizes 100 and 500 and the first set of real values.

| N | Para. | Real | ZIGP |  |  | GP |  |  | ZINB |  |  | NB |  |  | ZIP |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  | Est. (S.E.) | Bias | MSE | Est. (S.E.) | Bias | MSE | Est. (S.E.) | Bias | MSE | Est. (S.E.) | Bias | MSE | Est. (S.E.) | Bias | MSE |
| 100 | $\alpha_{0}$ | -1.00 | -1.26 (0.39) | 0.26 | 0.46 | - | - | - | -15.35 (28.71) | 14.35 | 102.37 | - | - | - | 0.53 (0.71) | $-1.53$ | 2.84 |
|  | $\alpha_{1}$ | 1.00 | 1.18 (0.97) | 0.18 | 0.91 | - |  | - | 8.51 (18.13) | 7.51 | 3.82 | - | - | - | 0.05 (0.12) | $-0.94$ | 0.90 |
|  | $\alpha_{2}$ | 0.00 | -0.04 (0.39) | * | 0.14 | - | - | - | 0.48 (2.81) | * | 8.11 | - | - | - | 0.02 (0.03) | * | 0.00 |
|  | $\tau_{1}$ | 0.00 | 0.14 (0.35) | * | 0.48 | - |  |  | 1.19 (23.82) | * | 564.39 | - | - | - | 0.16 (0.13) | * | 0.21 |
|  | $\tau_{2}$ | -1.00 | -0.93 (0.69) | $-0.06$ | 0.85 | - |  |  | -3.42 (9.77) | 2.42 | 100.75 | - | - | - | -0.02 (0.04) | $-0.97$ | 0.95 |
|  | $\beta_{0}$ | -3.00 | -2.98 (0.59) | $-0.00$ | 0.32 | -3.35 (0.46) | 0.11 | 0.33 | -3.33 (0.64) | 0.11 | 0.53 | -3.16 (0.50) | 0.05 | 0.26 | -0.05 (0.29) | -0.98 | 8.76 |
|  | $\beta_{1}$ | 1.00 | 1.03 (0.42) | 0.03 | 0.17 | 0.62 (0.28) | -0.37 | 0.21 | 1.02 (0.41) | 0.02 | 0.16 | 0.64 (0.27) | $-0.35$ | 0.19 | 0.11 (0.18) | -0.88 | 0.81 |
|  | $\beta_{2}$ | 1.00 | 0.99 (0.21) | $-0.00$ | 0.04 | 1.02 (0.21) | 0.02 | 0.04 | 1.04 (0.18) | 0.04 | 0.03 | 1.04 (0.14) | 0.04 | 0.02 | 0.36 (0.15) | $-0.63$ | 0.42 |
|  | $\gamma_{1}$ | -1.00 | -0.96 (0.45) | $-0.03$ | 0.19 | -1.17 (0.55) | 0.17 | 0.33 | -1.07 (0.48) | 0.07 | 0.23 | -1.34 (0.31) | 0.34 | 0.21 | -0.05 (0.20) | $-0.94$ | 0.93 |
|  | $\gamma_{2}$ | 0.00 | 0.09 (0.39) |  | 0.15 | -0.00 (0.02) |  | 0.00 | -0.02 (0.09) |  | 0.10 | 0.01 (0.08) | * | 0.00 | 0.01 (0.07) | * | 0.00 |
|  | $\phi$ | 1.00 | 0.85 (0.16) | $-0.14$ | 0.04 | 1.86 (0.27) | 0.86 | 0.86 | 0.27 (0.10) | $-0.72$ | 0.54 | 0.16 (0.02) | $-0.83$ | 0.69 |  |  |  |
| 500 | $\alpha_{0}$ | -1.00 | -0.95 (0.23) | $-0.05$ | . 39 | - | - | - | -11.92 (7.01) | 10.92 | 166.61 | - | - | - | 0.09 (0.21) | $-1.09$ | 1.23 |
|  | $\alpha_{1}$ | 1.00 | 1.06 (0.40) | 0.06 | 0.16 | - | - | - | 10.01 (7.39) | 9.01 | 133.75 | - | - | - | 0.08 (0.14) | $-0.91$ | 0.84 |
|  | $\alpha_{2}$ | 0.00 | -0.03 (0.10) | * | 0.01 | - | - | - | 0.41 (0.24) | * | 0.22 | - | - | - | -0.08 (0.17) | * | 0.03 |
|  | $\tau_{1}$ | 0.00 | 0.09 (0.40) | * | 0.16 | - | - | - | -0.51 (1.07) | * | 1.37 | - | - | - | 0.24 (0.31) | * | 0.15 |
|  | $\tau_{2}$ | -1.00 | -0.97 (0.45) | $-0.03$ | 0.25 |  | - |  | -1.89 (2.22) | 0.89 | 5.53 | - | - | - | -0.02 (0.03) | $-0.97$ | 0.95 |
|  | $\beta_{0}$ | -3.00 | -2.99 (0.31) | $-0.00$ | 0.09 | -3.21 (0.28) | 0.07 | 0.26 | -3.35 (0.19) | 0.11 | 0.16 | -3.33 (0.26) | 0.11 | 0.18 | -0.40 (0.65) | $-0.86$ | 7.16 |
|  | $\beta_{1}$ | 1.00 | 1.00 (0.17) | 0.00 | 0.03 | 0.65 (0.26) | $-0.34$ | 0.18 | 0.92 (0.14) | $-0.07$ | 0.02 | 0.71 (0.16) | $-0.28$ | 0.10 | 0.27 (0.33) | $-0.72$ | 0.62 |
|  | $\beta_{2}$ | 1.00 | 1.01 (0.08) | 0.01 | 0.00 | 1.02 (0.21) | 0.02 | 0.04 | 1.08 (0.06) | 0.08 | 0.01 | 1.07 (0.06) | 0.07 | 0.01 | 0.49 (0.21) | $-0.50$ | 0.30 |
|  | $\gamma_{1}$ | -1.00 | -1.02 (0.18) | 0.02 | 0.03 | -1.17 (0.57) | 0.17 | 0.34 | -1.23 (0.16) | 0.23 | 0.08 | -1.28 (0.17) | 0.28 | 0.10 | -0.25 (0.39) | $-0.74$ | 0.70 |
|  | $\gamma_{2}$ | 0.00 | -0.00 (0.02) | * | 0.00 | 0.27 (0.52) | * | 0.34 | -0.00 (0.02) | * | 0.00 | 0.00 (0.03) | * | 0.00 | 0.01 (0.06) | * | 0.00 |
|  | $\phi$ | 1.00 | 0.93 (0.11) | $-0.06$ | 0.01 | 1.76 (0.28) | 0.76 | 0.66 | $0.21 \quad(0.02)$ | $-0.78$ | 0.62 | 0.45 (0.01) | $-0.55$ | 0.52 | - | - | - |

Table 2: Results of simulation study for generated data under ZIGP model, estimate (Est.), standard error (S.E.), relative bias (Bias) and mean square error (MSE) for $M=$ 1000 simulated data with sample sizes 100 and 500 and the second set of real values.

| N | Para. | Real | ZIGP |  |  | GP |  |  | ZINB |  |  |  | NB |  |  | ZIP |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  | Est. (S.E.) | Bias | MSE | Est. (S.E.) | Bias | MSE |  | S.E.) | Bias | MSE | Est. (S.E.) | Bias | MSE | Est. (S.E.) | Bias | MSE |
| 100 | $\alpha_{0}$ | $-1.00$ | -1.19 (0.72) | 0.09 | 0.81 | - | - | - | 65.7 | 198.29) | $-66.76$ | 37221.00 | - | - | - | 0.11 (0.33) | $-1.11$ | 1.31 |
|  | $\alpha_{1}$ | -1.00 | -0.98 (0.53) | $-0.02$ | 0.22 | - | - | - | -82.51 | 200.41) | 81.51 | 40113.72 | - | - | - | -0.58 (0.71) | -0.42 | 0.56 |
|  | $\alpha_{2}$ | 0.00 | 0.03 (0.17) | * | 0.02 | - | - | - | 0.93 | (0.51) | * | 1.08 | - | - | - | -0.06 (0.12) | * | 0.01 |
|  | $\tau_{1}$ | 1.00 | 1.14 (0.40) | 0.14 | 0.55 | - | - | - | -70.94 | 199.79) | -71.94 | 38439.76 | - | - | - | 0.49 (0.59) | $-0.51$ | 0.52 |
|  | $\tau_{2}$ | -1.00 | -1.01 (0.21) | $-0.01$ | 0.16 |  | - |  | -82.87 | 193.31) | 81.87 | 37844.46 | - | - | - | 0.31 (0.34) | $-1.31$ | 1.81 |
|  | $\beta_{0}$ | -3.00 | -3.11 (0.40) | 0.04 | 0.14 | -3.40 (0.35) | 0.13 | 0.27 | -3.62 | (0.68) | 0.21 | 0.76 | -3.57 (0.65) | 0.19 | 0.53 | -0.79 (1.15) | -0.74 | 5.87 |
|  | $\beta_{1}$ | 1.00 | 1.08 (0.23) | 0.08 | 0.05 | 1.22 (0.18) | 0.22 | 0.08 | 1.22 | (0.48) | 0.22 | 0.24 | 1.40 (0.56) | 0.40 | 0.32 | 0.20 (0.18) | $-0.80$ | 0.66 |
|  | $\beta_{2}$ | 1.00 | 0.98 (0.15) | $-0.02$ | 0.02 | 1.03 (0.12) | 0.03 | 0.01 | 1.15 | (0.08) | 0.15 | 0.03 | 0.95 (0.11) | $-0.05$ | 0.01 | 0.55 (0.17) | -0.45 | 0.23 |
|  | $\gamma_{1}$ | 1.00 | 1.14 (0.15) | 0.14 | 0.04 | 0.62 (0.39) | $-0.38$ | 0.28 | 0.75 | (0.31) | -0.25 | 0.14 | 1.06 (0.22) | 0.06 | 0.03 | 0.72 (0.76) | $-0.28$ | 0.51 |
|  | $\gamma_{2}$ | -1.00 | -1.05 (0.26) | 0.05 | 0.06 | -0.98 (0.28) | $-0.02$ | 0.07 | -1.22 | (0.33) | 0.22 | 0.14 | -0.84 (0.25) | -0.16 | 0.06 | -0.14 (0.19) | -0.86 | 0.77 |
|  | $\phi$ | 0.50 | 0.47 (0.03) | $-0.06$ | 0.00 | 0.91 (0.11) | 0.82 | 0.18 | 0.34 | (0.06) | -0.33 | 0.03 | 0.28 (0.01) | -0.44 | 0.05 |  |  |  |
| 500 | $\alpha_{0}$ | -1.00 | -1.08 (0.32) | 08 | . 37 | - | - | - | -20.95 | (5.89) | 19.95 | 426.92 | - | - | - | 1.45 (0.29) | $-2.45$ | 6.06 |
|  | $\alpha_{1}$ | -1.00 | -1.12 (0.03) | 0.12 | 0.01 | - | - | - | -0.84 | (0.28) | -0.16 | 0.09 | - | - | - | -1.02 (0.09) | 0.02 | 0.00 |
|  | $\alpha_{2}$ | 0.00 | -0.10 (0.06) | * | 0.01 | - | - | - | 0.44 | (0.12) | * | 0.21 | - | - | - | -0.25 (0.00) | * | 0.06 |
|  | $\tau_{1}$ | 1.00 | 1.01 (0.10) | 0.01 | 0.11 | - | - | - | 18.64 | (5.94) | 17.64 | 340.38 | - | - | - | 0.17 (0.28) | $-0.83$ | 0.73 |
|  | $\tau_{2}$ | -1.00 | -1.04 (0.13) | $-0.04$ | 0.11 | - | - | - | -0.42 | (3.05) | -0.58 | 8.07 | - | - | - | 0.23 (0.17) | $-1.23$ | 1.53 |
|  | $\beta_{0}$ | -3.00 | -3.00 (0.31) | 0.00 | 0.05 | -3.46 (0.04) | 0.15 | 0.21 | -3.25 | (0.13) | 0.08 | 0.08 | -3.39 (0.19) | 0.13 | 0.18 | -1.17 (0.03) | -0.61 | 3.34 |
|  | $\beta_{1}$ | 1.00 | 1.01 (0.01) | 0.01 | 0.00 | 1.29 (0.04) | 0.29 | 0.09 | 1.14 | (0.11) | 0.14 | 0.03 | 1.32 (0.16) | 0.32 | 0.12 | 0.32 (0.30) | -0.68 | 0.50 |
|  | $\beta_{2}$ | 1.00 | 0.98 (0.01) | $-0.02$ | 0.00 | 1.05 (0.01) | 0.05 | 0.00 | 1.02 | (0.07) | 0.02 | 0.00 | 0.97 (0.04) | -0.03 | 0.00 | 0.75 (0.07) | $-0.25$ | 0.07 |
|  | $\gamma_{1}$ | 1.00 | 1.11 (0.25) | 0.11 | 0.04 | 0.61 (0.06) | $-0.39$ | 0.15 | 0.82 | (0.15) | -0.18 | 0.05 | 0.79 (0.08) | $-0.21$ | 0.05 | 0.68 (0.05) | $-0.32$ | 0.10 |
|  | $\gamma_{2}$ | -1.00 | -0.98 (0.10) | 0.02 | 0.02 | -0.98 (0.06) | $-0.02$ | 0.00 | -0.98 | (0.11) | -0.02 | 0.01 | -0.89 (0.08) | -0.11 | 0.02 | -0.72 (0.01) | $-0.28$ | 0.08 |
|  | $\phi$ | 0.50 | 0.47 (0.02) | $-0.05$ | 0.00 | 0.92 (0.03) | 0.85 | 0.18 | 0.38 | (0.02) | -0.25 | 0.02 | 0.26 (0.01) | -0.49 | 0.06 | - | - |  |

The simulated data set are analyzed using NB, GP, ZIP, ZINB and ZIGP models, such that

$$
\begin{align*}
Y_{i j} \mid \lambda_{i j}, \phi & \sim N B\left(\phi, \frac{\phi}{\phi+\lambda_{i j}}\right), \\
Y_{i j} \mid \lambda_{i j}, \phi & \sim \operatorname{GP}\left(\lambda_{i j}, \phi\right), \\
Y_{i j} \mid \lambda_{i j}, \pi_{i j} & \sim \operatorname{ZIP}\left(\lambda_{i j}, \pi_{i j}\right),  \tag{4.3}\\
Y_{i j} \mid \lambda_{i j}, \pi_{i j}, \phi & \sim \operatorname{ZINB}\left(\phi, \frac{\phi}{\phi+\lambda_{i j}}, \pi_{i j}\right), \\
Y_{i j} \mid \lambda_{i j}, \pi_{i j}, \phi & \sim \operatorname{ZIGP}\left(\lambda_{i j}, \phi, \pi_{i j}\right) .
\end{align*}
$$

Note that $Y \sim N B(\phi, \kappa)$ if the probability mass function is given by $f_{N B}(y ; \phi, \kappa)=\frac{\Gamma(y+\phi)}{\Gamma(\phi) y!} \kappa^{\phi}(1-\kappa)^{y}$, $y=0,1, \ldots, r$ and $r>0$. Also, $Y \sim \operatorname{ZINB}(\phi, \kappa, \pi)$ is a zero-inflated negative binomial distribution which can be obtained by (2.3) by replacing $f_{G P}(\cdot ; \lambda, \phi)$ by $f_{N B}(\cdot ; \phi, \kappa)$. In order to compare the results, the mean of the estimated values, the standard errors, relative biases and mean of square errors (MSEs) are used. The latter two criteria are defined as follows:

$$
\begin{aligned}
& \operatorname{Bias}(\theta)=\frac{1}{M} \sum_{k=1}^{M}\left(\frac{\hat{\theta}_{k}}{\theta}-1\right), \\
& M S E(\theta)=\frac{1}{M} \sum_{k=1}^{M}\left(\hat{\theta}_{k}-\theta\right)^{2},
\end{aligned}
$$

where $\hat{\theta}_{k}$ is the estimate of $\theta$ for the $k^{\text {th }}$ sample, $k=1,2, \ldots, M$.
The results of Tables 1 and 2 show that the performance of the ZIGP in parameter estimation is better than those of the other models. The performance of ZINB in estimating parameters of the logistic model is not well while in estimating the other parameters is almost good. The GP and NB models do not have good performances in this simulation study and the ZIP has a good performance in estimating some parameters. The results of the simulation study for ZIGP show that the increase in the sample size is an effective way of decreasing biases and standard deviations of parameters estimates. As shown in these tables, relative biases and MSEs are reduced by increasing the sample size. This suggests that the method in finding estimates is consistent.

### 4.2. Zero-inflated Poisson model

In this simulation study, we simulate data from the following model:

$$
\begin{equation*}
Y_{i j} \mid \lambda_{i j}, \pi_{i j} \sim Z I P\left(\lambda_{i j}, \pi_{i j}\right), \tag{4.4}
\end{equation*}
$$

such that the parameterizations and real values of parameters in $\lambda_{i j}$ and $\pi_{i j}$ are the same as the first set of real values and those described in equation (4.2). The results of this simulation study are summarized in Table 3. The results show the well performance of the ZIP model. Also, the results show that the performance of ZIGP is as good as ZIP model. The ZINB model dose not have a good performance when the sample size is 100 while for $\mathrm{N}=500$ has a performance which is as good as the other two models. The overdispersion parameter $\phi$
is estimated zero in ZIGP model but it has a large value in ZINB (note that in negative binomial distribution the dispersion index is proportion to $\phi^{-1}$ and overdispersion presents in the data when the value of $\phi$ is very large). As a conclusion, this simulation study shows that the use of ZIGP model is preferred to the use of ZINB model. The ZIGP has a similar performance to ZIP and, for moderate sample size, a much better performance than ZINB model.

Table 3: Results of simulation study for generated data under ZIP model, estimate (Est.), standard error (S.E.), relative bias (Bias) and mean square error (MSE) for $M=$ 1000 simulated data with sample sizes 100 and 500 .

| N | Para. | Real | ZIP |  |  | ZIGP |  |  | ZINB |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  | Est. (S.E.) | Bias | MSE | Est. (S.E.) | Bias | MSE | Est. (S.E.) | Bias | MSE |
| 100 | $\alpha_{0}$ | -1.00 | -1.06 (0.86) | 0.06 | 0.74 | -1.20 (0.98) | 0.20 | 0.95 | $<-10^{3}\left(>10^{3}\right)$ | $>10^{3}$ | $>10^{3}$ |
|  | $\alpha_{1}$ | 1.00 | 1.03 (0.50) | 0.03 | 0.24 | 1.23 (0.57) | 0.23 | 0.55 | $>10^{3}\left(>10^{3}\right)$ | $>10^{3}$ | $>10^{3}$ |
|  | $\alpha_{2}$ | 0.00 | 0.02 (0.20) | * | 0.04 | -0.00 (0.19) | * | 0.00 | 0.02 (0.20) | * | 0.04 |
|  | $\tau_{1}$ | 0.00 | -0.07 (0.56) | * | 0.32 | -0.04 (0.61) | * | 0.03 | -0.09 (0.64) | * | 0.42 |
|  | $\tau_{2}$ | 1.00 | -1.26 (0.91) | 0.26 | 0.96 | -1.05 (0.36) | 0.05 | 0.01 | -1.07 (0.37) | 0.07 | 0.14 |
|  | $\beta_{0}$ | -3.00 | -3.00 (0.22) | 0.00 | 0.05 | -2.98 (0.33) | $-0.00$ | 0.00 | -3.04 (0.25) | 0.01 | 0.06 |
|  | $\beta_{1}$ | 1.00 | 1.00 (0.08) | 0.00 | 0.00 | 0.99 (0.14) | -0.01 | 0.00 | 1.01 (0.08) | 0.01 | 0.01 |
|  | $\beta_{2}$ | -1.00 | 0.99 (0.05) | -0.00 | 0.00 | 0.99 (0.06) | $-0.00$ | 0.00 | 1.00 (0.05) | 0.00 | 0.00 |
|  | $\gamma_{1}$ | -1.00 | -0.99 (0.08) | $-0.00$ | 0.00 | -0.99 (0.09) | $-0.00$ | 0.00 | -1.00 (0.09) | 0.00 | 0.00 |
|  | $\gamma_{2}$ | 0.00 | -0.00 (0.01) | * | 0.00 | 0.00 (0.01) | * | 0.00 | -0.00 (0.01) | * | 0.00 |
|  | $\phi$ | 0.00 | - | - | - | -0.00 (0.00) | * | 0.00 | $>10^{3}\left(>10^{3}\right)$ | $>10^{3}$ | $>10^{3}$ |
| 500 | $\alpha_{0}$ | -1.00 | -1.02 (0.36) | 0.02 | 0.13 | -1.02 (0.36) | 0.02 | 0.13 | -1.03 (0.36) | 0.03 | 0.13 |
|  | $\alpha_{1}$ | 1.00 | 1.02 (0.21) | 0.02 | 0.04 | 1.02 (0.21) | 0.02 | 0.04 | 1.02 (0.21) | 0.02 | 0.04 |
|  | $\alpha_{2}$ | 0.00 | 0.00 (0.07) | * | 0.00 | 0.00 (0.07) | * | 0.00 | 0.00 (0.07) | * | 0.00 |
|  | $\tau_{1}$ | 0.00 | -0.02 (0.24) | * | 0.06 | -0.02 (0.24) | * | 0.06 | -0.02 (0.24) | * | 0.06 |
|  | $\tau_{2}$ | 1.00 | -1.01 (0.17) | 0.01 | 0.02 | -1.01 (0.17) | 0.01 | 0.02 | -1.02 (0.17) | 0.02 | 0.06 |
|  | $\beta_{0}$ | -3.00 | -3.00 (0.11) | 0.00 | 0.01 | -3.00 (0.11) | 0.00 | 0.01 | -3.00 (0.11) | 0.00 | 0.01 |
|  | $\beta_{1}$ | 1.00 | 1.00 (0.04) | 0.00 | 0.00 | 1.00 (0.04) | 0.00 | 0.00 | 1.00 (0.04) | 0.00 | 0.00 |
|  | $\beta_{2}$ | -1.00 | 0.99 (0.02) | $-0.00$ | 0.00 | 0.99 (0.02) | 0.00 | 0.00 | 1.00 (0.02) | 0.00 | 0.00 |
|  | $\gamma_{1}$ | -1.00 | -1.00 (0.03) | 0.00 | 0.00 | -0.99 (0.03 | 0.00 | 0.00 | -1.00 (0.03) | 0.00 | 0.00 |
|  | $\gamma_{2}$ | 0.00 | -0.00 (0.00) | * | 0.00 | -0.00 (0.00) | * | 0.00 | -0.00 (0.00) | * | 0.00 |
|  | $\phi$ | 0.00 | - | - | - | -0.00 (0.00) | * | 0.00 | $>10^{3}\left(>10^{3}\right)$ | $>10^{3}$ | $>10^{3}$ |

### 4.3. Zero-inflated negative binomial model

In this simulation study, we simulate data from the following model:

$$
\begin{equation*}
Y_{i j} \mid \lambda_{i j}, \pi_{i j} \sim Z I N B\left(\phi, \frac{\phi}{\phi+\lambda_{i j}}, \pi_{i j}\right) \tag{4.5}
\end{equation*}
$$

such that the parameterizations and real values of parameters in $\lambda_{i j}$ and $\pi_{i j}$ are the same as the first set of real values and those described in equation (4.2), also, we consider $\phi=1$. The results of this simulation study are summarized in Table 4. The results show the well performance of the ZINB model in large sample size. Also, the results show that the performance of ZIGP is as good as ZINB model expect for estimating intercept and the overdispersion parameters. Also, in moderate sample size the performance of ZIGP model is better
than those in ZINB model. The results show that the ZIP model dose not have a good performance.

Table 4: Results of simulation study for generated data under ZINB model, estimate (Est.), standard error (S.E.), relative bias (Bias) and mean square error (MSE) for $M=$ 1000 simulated data with sample sizes 100 and 500 .

| N | Para. | Real | ZINB |  |  | ZIGP |  |  | ZIP |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  | Est. (S.E.) | Bias | MSE | Est. (S.E.) | Bias | MSE | Est. (S.E.) | Bias | MSE |
| 100 | $\alpha_{0}$ | -1.00 | -1.47 (1.29) | 0.47 | 1.87 | -0.20 (0.89) | $-0.79$ | 1.41 | 0.69 (0.77) | $-1.69$ | 3.47 |
|  | $\alpha_{1}$ | 1.00 | 1.24 (0.91) | 0.24 | 0.88 | 0.67 (0.51) | $-0.32$ | 0.36 | 0.42 (0.37) | $-0.57$ | 0.47 |
|  | $\alpha_{2}$ | 0.00 | 0.06 (0.27) | * | 0.08 | -0.09 (0.17) | * | 0.04 | -0.32 (0.19) | * | 0.14 |
|  | $\tau_{1}$ | 0.00 | -0.03 (1.10) | * | 1.20 | 0.10 (0.64) | * | 0.42 | 0.59 (0.51) | * | 0.61 |
|  | $\tau_{2}$ | -1.00 | -1.61 (3.28) | 0.61 | 11.05 | -0.82 (0.48) | $-0.17$ | 0.26 | -0.37 (0.26) | $-0.62$ | 0.46 |
|  | $\beta_{0}$ | -3.00 | -3.13 (0.45) | 0.04 | 0.21 | -2.73(0.50) | $-0.08$ | 0.32 | -2.13 (0.63) | $-0.28$ | 1.14 |
|  | $\beta_{1}$ | 1.00 | 1.03 (0.26) | 0.03 | 0.06 | 0.98 (0.22) | $-0.01$ | 0.05 | 0.87 (0.28) | -0.12 | 0.09 |
|  | $\beta_{2}$ | 1.00 | 1.02 (0.09) | 0.02 | 0.00 | 0.95 (0.10) | $-0.04$ | 0.01 | 0.84 (0.14) | -0.15 | 0.04 |
|  | $\gamma_{1}$ | -1.00 | -0.97 (0.21) | -0.02 | 0.04 | -0.95 (0.20) | $-0.04$ | 0.04 | -0.85 (0.28) | -0.14 | 0.09 |
|  | $\gamma_{2}$ | 0.00 | -0.00 (0.03) | * | 0.00 | -0.00 (0.03) | * | 0.00 | 0.00 (0.04) | * | 0.00 |
|  | $\phi$ | 1.00 | 1.11 (0.25) | 0.11 | 0.07 | 0.22 (0.03) | $-0.77$ | 0.60 |  |  |  |
| 500 | $\alpha_{0}$ | -1.00 | -1.00 (0.50) | 0.00 | 0.24 | -0.07 (0.37) | $-0.92$ | 1.00 | 0.72 (0.34) | $-1.72$ | 3.10 |
|  | $\alpha_{1}$ | 1.00 | 1.03 (0.33) | 0.00 | 0.11 | 0.66 (0.22) | $-0.33$ | 0.16 | 0.34 (0.18) | $-0.65$ | 0.46 |
|  | $\alpha_{2}$ | 0.00 | -0.01 (0.10) | * | 0.01 | -0.15 (0.08) | * | 0.03 | -0.33 (0.07) | * | 0.11 |
|  | $\tau_{1}$ | 0.00 | 0.02 (0.34) | * | 0.11 | 0.25 (0.24) | * | 0.12 | 0.69 (0.20) | * | 0.52 |
|  | $\tau_{2}$ | -1.00 | -0.99 (0.29) | 0.00 | 0.08 | -0.73 (0.20) | $-0.26$ | 0.11 | -0.29 (0.10) | $-0.70$ | 0.50 |
|  | $\beta_{0}$ | -3.00 | -3.00 (0.20) | 0.00 | 0.04 | -2.65 (0.20) | $-0.11$ | 0.16 | -2.20 (0.33) | -0.26 | 0.75 |
|  | $\beta_{1}$ | 1.00 | 1.00 (0.07) | 0.00 | 0.00 | 0.95 (0.08) | $-0.04$ | 0.00 | 0.88 (0.13) | -0.11 | 0.03 |
|  | $\beta_{2}$ | 1.00 | 0.99 (0.04) | 0.00 | 0.00 | 0.93 (0.04) | $-0.06$ | 0.00 | 0.86 (0.08) | $-0.13$ | 0.02 |
|  | $\gamma_{1}$ | -1.00 | -0.99 (0.09) | -. 00 | 0.00 | -0.91 (0.09) | $-0.08$ | 0.01 | -0.86 (0.13) | -0.13 | 0.03 |
|  | $\gamma_{2}$ | 0.00 | -0.00 (0.01) | * | 0.00 | -0.00 (0.01) | * | 0.00 | 0.00 (0.03) | * | 0.00 |
|  | $\phi$ | 1.00 | 1.01 (0.10) | 0.00 | 0.01 | 0.23 (0.01) | $-0.76$ | 0.57 | - | - | - |

### 4.4. Zero-inflated underdispersion generalized Poisson model

For investigating the performance of the proposed transition model, the data set of this subsection are generated from a zero-inflated underdispersed generalized Poisson model and the performance of the ZIGP, ZINB and ZIP models are compared. The data set are generated from a $\operatorname{ZIGP}\left(\lambda_{i j}, \pi_{i j}, \phi\right)$ such that $\log \left(\lambda_{i 1}\right)=\beta_{0}, \operatorname{logit}\left(p_{i 1}\right)=\alpha_{0}, \log \left(\lambda_{i j}\right)=$ $\beta_{0}+\gamma_{1} I_{\{0\}}\left(Y_{i, j-1}\right)+\gamma_{2} y_{i, j-1}\left(1-I_{\{0\}}\left(Y_{i, j-1}\right)\right), \quad j=2,3,4, \operatorname{logit}\left(p_{i j}\right)=\alpha_{0}+\tau_{1} I_{\{0\}}\left(Y_{i, j-1}\right)+$ $\tau_{2} y_{i, j-1}\left(1-I_{\{0\}}\left(Y_{i, j-1}\right)\right), j=2,3,4$, where $\alpha_{0}=-1, \tau_{1}=-1, \tau_{2}=1, \beta_{0}=1, \gamma_{1}=0, \gamma_{2}=-1$ and $\phi=-0.3$. Also, two sample sizes $\mathrm{N}=500$ and 1000 are selected where $M=1000$ iterations are performed. The results of this simulation study are summarized in Table 5. These results show the well performance of the ZIGP model as the best fitting model while the performance of ZINB model is poor. Also, the results show that the performance of ZIP is better than those of ZINB model. Note that the underdispersion rarely occur in practice. The well performance of ZIGP model are only satisfied in large sample size as described in this simulation study.

Table 5: Results of simulation study for generated data under ZIGP model in the presence of underdispersion, estimate (Est.), standard error (S.E.), relative bias (Bias) and mean square error (MSE) for $M=1000$ simulated data with sample sizes 500 and 1000 .

| N | Para. | Real | ZIGP |  |  | ZINB |  |  | ZIP |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  | Est. (S.E.) | Bias | MSE | Est. (S.E.) | Bias | MSE | Est. (S.E.) | Bias | MSE |
| 500 | $\alpha_{0}$ | -1.00 | -0.97 (0.11) | -0.03 | 0.01 | $<-10^{3}\left(>10^{3}\right)$ | 3618.73 | $>10^{3}$ | -4.47 (4.31) | 3.47 | 29.19 |
|  | $\tau_{1}$ | -1.00 | -1.03 (0.15) | 0.03 | 0.02 | $<-10^{3}\left(>10^{3}\right)$ | 12854.74 | $>10^{3}$ | -18.20 (9.03) | 17.20 | 371.03 |
|  | $\tau_{2}$ | 1.00 | 1.15 (0.17) | 0.15 | 0.15 | $<-10^{3}\left(>10^{3}\right)$ | -63370.51 | $>10^{3}$ | -11.15 (6.46) | $-12.15$ | 186.23 |
|  | $\beta_{0}$ | 1.00 | 0.93 (0.01) | $-0.07$ | 0.14 | 0.84 (0.05) | -0.18 | 0.04 | 0.84 (0.10) | -0.18 | 0.15 |
|  | $\gamma_{1}$ | 0.00 | 0.00 (0.01) | * | 0.00 | 0.16 (0.04) | * | 0.03 | 0.13 (0.05) |  | 0.02 |
|  | $\gamma_{2}$ | -1.00 | -1.20 (0.75) | 0.20 | 0.65 | -1.55 (0.33) | 0.55 | 0.50 | -1.39 (0.45) | 0.39 | 0.46 |
|  | $\phi$ | -0.30 | -0.37 (0.00) | 0.24 | 0.03 | $>10^{3}\left(>10^{3}\right)$ | $<-10^{3}$ | $>10^{3}$ | - |  | - |
| 1000 | $\alpha_{0}$ | -1.00 | -0.97 (0.05) | $-0.03$ | 0.00 | $<-10^{3}\left(>10^{3}\right)$ | 3537.27 | $>10^{3}$ | -3.78 (3.78) | 2.78 | 21.80 |
|  | $\tau_{1}$ | -1.00 | -1.03 (0.10) | 0.03 | 0.01 | $<-10^{3}\left(>10^{3}\right)$ | 12912.70 | $>10^{3}$ | -18.35 (4.68) | 17.35 | 322.60 |
|  | $\tau_{2}$ | 1.00 | 1.06 (0.09) | 0.06 | 0.08 | $<-10^{3}\left(>10^{3}\right)$ | -83788.10 | $>10^{3}$ | -13.00 (6.35) | -14.00 | 235.61 |
|  | $\beta_{0}$ | 1.00 | 0.98 (0.01) | $-0.02$ | 0.04 | 0.92 (0.06) | -0.08 | 0.06 | 0.95 (0.05) | -0.05 | 0.06 |
|  | $\gamma_{1}$ | 0.00 | 0.00 (0.01) | * | 0.00 | 0.17 (0.03) | * | 0.03 | 0.14 (0.02) | * | 0.02 |
|  | $\gamma_{2}$ | -1.00 | -1.12 (0.32) | 0.12 | 0.29 | -1.47 (0.40) | 0.47 | 0.31 | -1.52 (0.35) | 0.52 | 0.44 |
|  | $\phi$ | -0.30 | -0.32 (0.00) | 0.07 | 0.03 | $>10^{3}\left(>10^{3}\right)$ | $<-10^{3}$ | $>10^{3}$ | ( | - | - |

## 5. APPLICATION

The data set of this paper is extracted from a longitudinal study on kidney transplant patients in Imam Khomeini hospital of Urmia in Iran. The data set contains some information about $N=129$ patients who have kidney transplant in this hospital. The response variable in this study is the number of acute rejections which is count response with extra zeros. The data are recorded in one year period which contain the number of acute rejection each four months. The barchat of the response variable for each time point (month 4, 8 and 12) is showed in Figure 1. In this figure, $Y_{k}, k=1,2,3$, is used for indicating the response variable at the $k^{\text {th }}$ time point. The number of extra zeros is clear in these charts.


Figure 1: Barcharts of the number of acute rejections for time point at month 4 (first panel), month 8 (middle panel) and month 12 (third panel).

The collected explanatory variables which are considered in our analysis are creatinine index as a continuous covariate and having hyperacute rejection of kidney (rejection in the first 24 hours after surgery) as a categorical covariate. Figure 2 presents the boxplots of the creatinine index versus the number of acute rejections for each time. Also, Table 6 summarizes frequency of the number of acute rejections for each category of this variable for each time point.


Figure 2: Boxplots of creatinine index versus the number of acute rejections for all time points.

For analyzing this data set, we use the proposed zero-inflated generalized Poisson transition model, also, Poisson (PM), negative binomial (NBM), generalized Poisson (GPM), zero-inflated Poisson (ZIPM), zero-inflated generalized Poisson (ZIGPM) and zero-inflated negative binomial (ZINBM) models under the transition structure are used for analyzing the data set. The explanatory variables which are considered for analysing the data are creatinine index (CRAT), having early acute rejection (EAR) and time $(t=4,8,12)$.

Table 6: Frequency of early acute rejection of kidney on the total number of acute rejection at each time point. "Yes" is used for having early acute rejection and "No" is used for not having early acute rejection.

| Early acute rejection |  |  |  |  |  |  |
| :---: | ---: | ---: | ---: | ---: | ---: | ---: |
| Number | 1st time point |  | 2nd time point |  | 3rd time point |  |
|  | Yes |  | No | Yes |  | No |
| Yes |  | No |  |  |  |  |
| 0 | 19 | 82 | 31 | 89 | 28 | 88 |
| 1 | 7 | 9 | 1 | 4 | 5 | 3 |
| 2 | 5 | 1 | 1 | 0 | 1 | 1 |
| 3 | 3 | 2 | 1 | 0 | 0 | 0 |
| 4 | 0 | 0 | 1 | 0 | 0 | 1 |
| 5 | 1 | 0 | 0 | 1 | 1 | 1 |

We consider models (4.3) for analysing this data, where

$$
\begin{align*}
\log \left(\lambda_{i j}\right)= & \beta_{0}+\beta_{1} C R A T_{i}+\beta_{2} \text { Time }_{j}+\beta_{3} E A R_{i} \\
& +\gamma_{1} I_{\{0\}}\left(Y_{i, j-1}\right)+\gamma_{2}\left(1-I_{\{0\}}\left(Y_{i, j-1}\right)\right) y_{i, j-1} \tag{5.1}
\end{align*}
$$

and

$$
\begin{align*}
\operatorname{logit}\left(\pi_{i j}\right)= & \alpha_{0}+\alpha_{1} C R A T_{i}+\alpha_{2} \text { Time }_{j}+\alpha_{3} E A R_{i}  \tag{5.2}\\
& +\tau_{1} I_{\{0\}}\left(Y_{i, j-1}\right)+\tau_{2}\left(1-I_{\{0\}}\left(Y_{i, j-1}\right)\right) y_{i, j-1}
\end{align*}
$$

For model comparison, we evaluate different model fits by considering some information criteria. These criteria are AIC, BIC and HQC, which are defined as follows:

Let $\boldsymbol{\theta}$ be the vector of unknown parameters, then

$$
\begin{aligned}
A I C & =-2 \ell(\hat{\boldsymbol{\theta}} \mid \boldsymbol{Y})+2|\boldsymbol{\theta}| \\
B I C & =-2 \ell(\hat{\boldsymbol{\theta}} \mid \boldsymbol{Y})+|\boldsymbol{\theta}| \ln (N) \\
H Q C & =-2 \ell(\hat{\boldsymbol{\theta}} \mid \boldsymbol{Y})+2 \ln (\ln (N))
\end{aligned}
$$

where $|\boldsymbol{\theta}|$ is the number of unknown parameters in vector $\boldsymbol{\theta}, N$ is the number of subjects and $\hat{\boldsymbol{\theta}}$ is the vector of parameters estimates. The smaller values of AIC, BIC and HQC indicate a better fitting model.

We use the EM algorithm, as described in Section 3, for parameters estimation of zero-inflated models, also, the usual maximum likelihood approach is used for parameter estimation of other models. In the EM algorithm, the initial values for unknown parameters were set equal to the estimates obtained by analysing separate models. The results of the above mentioned models are summarized in Table 7. This table contains parameter estimates and their standard errors for the first order transition model where standard deviations for zero-inflated models are estimated using a Bootstrap approach with 10000 iterations and for the others we use inverse of the Hessian matrix. The results show, based on the values of different criteria, that for this data set, the performance of ZIGP and ZINB models are similar and the difference between them is negligible. After them ZIP has the best fitting model and the worst fitting model based on these criteria is the PM. The results show some evidence for existence of mild overdispersion.

The results show that for zero-inflated models creatinine index (CRAT), having early acute rejection (EAR) and time are significant variables such that the more the creatinine index is, the larger is the estimated probability of nonzeros. Also, two covariates time and early acute rejection are positively significant, i. e. by increasing them the probability of zero increases. The results of zero-inflated models also show that only transition parameter $\tau_{1}$ is significant. The results show that significant covariates in non-inflated models are similar to those in modeling zero probability in zero-inflated models, that is, the significant parameters in modeling zero probability of zero-inflated models have similar interpretation to those in modeling the rate of distributions in non-inflated models. Also, $\phi$ and $\tau_{1}$ are the other significant parameters in these models.

Note that in a first order transition model the first response of each individual should be modeled given its previous response which is not recorded. How to face this issue, called
the initial condition problem [11, 10]. This problem does not exit in this study, because the number of acute rejections before the time of study is zero. In other words, the patients have been entered in the study from the time of kidney transplant and they have been followed for one year. Also, in this paper, we consider the first order transition model for modeling the data set, because the number of replications in our real data is three and a first order transition model for considering between-group dependence in data is adequate.

Table 7: Results of fitting (parameter estimations and standard errors in parenthesis) the Poisson model (PM), negative binomial model (NBM), generalized Poisson model (GPM), zero-inflated Poisson model (ZIPM), zero-inflated generalized Poisson model (ZIGPM) and zero-inflated negative binomial model (ZINBM) to kidney transplant study (significant parameters are highlighted in bold).

| Parameter | ZIGPM | ZINBM | ZIPM | GPM | NBM | PM |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Est. (S.E.) | Est. (S.E.) | Est. (S.E.) | Est. (S.E.) | Est. (S.E.) | Est. (S.E.) |
| $\alpha_{0}$ | 2.66 (1.13) | 2.62 (1.16) | 3.10 (0.91) | - | - | - |
| $\alpha_{1}$ (CRAT) | -3.43 (1.09) | -3.42 (1.09) | -3.35 (0.92) | - | - | - |
| $\alpha_{2}$ (Time) | 0.11 (0.04) | 0.12 (0.05) | 0.11 (0.05) | - | - | - |
| $\alpha_{3}$ (EAR) | 1.10 (0.58) | 1.12 (0.59) | 1.01 (0.44) | - | - | - |
| $\beta_{0}$ | -0.71 (0.82) | -0.72 (0.83) | -0.18 (0.54) | $-3.57(0.94)$ | -3.19 (0.77) | -2.49 (0.46) |
| $\beta_{1}$ (CRAT) | 0.55 (0.67) | 0.58 (0.69) | 0.32 (0.52) | 2.19 (0.73) | 2.08 (0.66) | 1.99 (0.37) |
| $\beta_{2}$ (Time) | -0.25 (0.40) | $-0.24 \quad(0.39)$ | $-0.21 \quad(0.29)$ | -0.93 (0.34) | -0.87 (0.32) | -0.79 (0.23) |
| $\beta_{3}$ (EAR) | 0.79 (1.35) | 0.70 (1.28) | 0.60 (0.98) | 3.03 (1.93) | 2.10 (1.27) | 0.41 (0.65) |
| $\tau_{1}$ | 1.83 (0.62) | 1.85 (0.63) | 1.69 (0.49) | - | - | - |
| $\tau_{2}$ | 0.04 (0.31) | 0.04 (0.32) | 0.02 (0.25) | - | - | - |
| $\gamma_{1}$ | -0.35 (1.01) | $-0.29 \quad(0.96)$ | $-0.24 \quad(0.72)$ | -2.82 (1.18) | -2.27 (0.78) | $-1.34(0.41)$ |
| $\gamma_{2}$ | 0.00 (0.19) | 0.00 (0.19) | $-0.01 \quad(0.14)$ | -0.17 (0.28) | -0.13 (0.23) | -0.02 (0.14) |
| $\phi$ | 0.21 (0.07) | 2.11 (0.99) | - | 1.22 (0.36) | 0.34 (0.10) |  |
| AIC | 384.04 | 384.98 | 386.19 | 392.96 | 392.51 | 441.87 |
| BIC | 419.16 | 419.20 | 417.64 | 412.98 | 412.53 | 459.03 |
| HQC | 364.00 | 364.05 | 367.35 | 382.13 | 381.67 | 433.03 |

## 6. CONCLUSION AND DISCUSSION

In this paper, we have discussed a new transition model for analysing longitudinal outcomes with extra zeros. We compare the performance of different distributional assumptions: zero-inflated generalized Poisson, zero-inflated negative binomial and zero-inflated Poisson and we conclude that zero-inflated generalized Poisson is a flexible distributional assumption.

We have used the EM algorithm for parameter estimation. For illustration of the proposed models some simulation studies have been conducted. Also, a real data set of a kidney allograft rejection study has been analyzed as an illustrative example. Based on the results the creatinine index, having early acute rejection and time are significant covariates such that the more the creatinine index is, the larger is the estimated probability of nonzeros acute rejection. Also, two covariates time and early acute rejection are positively significant, i. e. by increasing them the probability of zero acute rejection increases. The results show
that the significant parameters in modeling zero probability of zero-inflated models have similar effect to parameters in the modeling rate of distributions in non-inflated models. We have considered a first order transition model for considering within-group dependence in longitudinal measurements, because the number of repeated longitudinal measurements has been small in our real data set. As a future work, illustration of the proposed approach for higher order of transition model for analyzing data set with larger number of repeated measures and comparison of the performance of it with that of the first order transition model may be performed. For this purpose (3.2) and (3.4) can be improve to be $\log \left(\lambda_{i 1}\right)=$ $\boldsymbol{x}_{i 1}^{\prime} \boldsymbol{\beta}, \operatorname{logit}\left(\pi_{i 1}\right)=\boldsymbol{z}_{i 1}^{\prime} \boldsymbol{\alpha}, \log \left(\lambda_{i j}\right)=\boldsymbol{x}_{i j}^{\prime} \boldsymbol{\beta}+\boldsymbol{\gamma}^{\prime} \boldsymbol{h}_{i, j}$ and $\operatorname{logit}\left(\pi_{i j}\right)=\boldsymbol{z}_{i j}^{\prime} \boldsymbol{\alpha}+\boldsymbol{\tau}^{\prime} \boldsymbol{h}_{i, j}, j=2, \ldots, n_{i}$. Another parameterizations for $\lambda_{i j}$ and $\pi_{i j}$ of (3.2) and (3.4) may be the use of the first order transition model along with some random effects, that is, $\log \left(\lambda_{i 1}\right)=\boldsymbol{x}_{i 1}^{\prime} \boldsymbol{\beta}+b_{i 1}, \operatorname{logit}\left(\pi_{i 1}\right)=$ $\boldsymbol{z}_{i 1}^{\prime} \boldsymbol{\alpha}+b_{i 2}, \log \left(\lambda_{i j}\right)=\boldsymbol{x}_{i j}^{\prime} \boldsymbol{\beta}+\gamma_{1} I_{\{0\}}\left(Y_{i, j-1}\right)+\gamma_{2} y_{i, j-1}\left(1-I_{\{0\}}\left(Y_{i, j-1}\right)\right)+b_{i 1}$ and $\operatorname{logit}\left(\pi_{i j}\right)=$ $\boldsymbol{z}_{i j}^{\prime} \boldsymbol{\alpha}+\tau_{1} I_{\{0\}}\left(Y_{i, j-1}\right)+\tau_{2} y_{i, j-1}\left(1-I_{\{0\}}\left(Y_{i, j-1}\right)\right)+b_{i 2}, j=2, \ldots, n_{i}$. where $\boldsymbol{b}_{i}=\left(b_{i 1}, b_{i 2}\right)^{\prime}$ is a bivariate random effects. As a parameterization for the random effects, one can write $b_{1 i} \sim$ $N\left(0, \sigma_{1}^{2}\right), b_{2 i} \mid b_{1 i} \sim N\left(\psi b_{1 i}, \sigma_{2}^{2}\right)$. We have used the EM algorithm for parameter estimation, one can use a Bayesian paradigm using MCMC for parameter estimation [29]. The priors elicitation are an important issue for performing this paradigm. The data set which analyzed in this paper has not had any missing values. The proposed method can be extended for modeling data sets in the presence of missing values as a future work. For this purpose, an ignorable or non-ignorable missing mechanism should be selected. The modeling of missing data mechanism for modeling non-ignorable missing data mechanism is necessary and these a sensitivity analysis is commonly suggested.

## ACKNOWLEDGMENTS

This work has been supported by the grant number 96000139 from Iranian National Science Foundation (INSF). The authors would like to thank the INSF. The authors also acknowledge the valuable suggestions from the referees.

## REFERENCES

[1] Agresti, A. (1999). Modeling ordered categorical data: recent advances and future challenges, Statistics in medicine, 18, 2191-2207.
[2] Alfo, M. and Maruotti, A. (2014). Two-part regression models for longitudinal zeroinflated count data, The Canadian Journal of Statistics, 38, 197-216.
[3] Buu, A.; Li, R.; Tan, X. and Zucker, R.A. (2012). Statistical models for longitudinal zero-inflated count data with applications to the substance abuse field, Statistics in medicine, 31(29), 4074-4086.
[4] Cheung, Y.B. (2002). Zero-inflated models for regression analysis of count data: a study of growth and development, Statistics in Medicine, 21, 1461-1469.
[5] Consul, P.C. (1989). Generalized Poisson distribution: Properties and Applications, Marcel Dekker, New York.
[6] Consul, P.C. and Famoye, F. (1992). Generalized Poisson regression model, Communications in Statistics - Theory and Methods, 21, 81-109.
[7] Czado, C.; Erhardt, V.; Min, A. and Wagner, S. (2007). Zero-inflated generalized Poisson models with regression effects on the mean dispersion and zero-inflation level applied to patent outsourcing rates, Statistical Modelling, 7(2), 125-153.
[8] Dempster, A.P.; Laird, N.M. and Rubin, D.B. (1977). Maximum likelihood for incomplete data via the EM algorithm, Journal of the Royal Statistical Society B, 39, 1-38.
[9] Diggle, P.J.; Heagerty, P.; Liang, K.Y. and Zeger, S.L. (2002). Analysis of Longitudinal Data, Oxford: Oxford University Press.
[10] Ganjali, M.; Baghfalaki, T. and Ghahrodi, Z.R. (2017). Transitional Ordinal Modeling, Wiley StatsRef: Statistics Reference Online, Free Trial, 1-13.
[11] Ganjali, M. and Rezaee, Z. (2007). A Transition Model for Analysis of Repeated Measure Ordinal Response Data to Identify the Effects of Different Treatments, Drug Information Journal, 41, 527-534.
[12] Hall, D.B. (2000). Zero-Inflated Poisson and Binomial Regression with Random Effects: A Case Study, Biometrics, 56, 1030-1039.
[13] Harris, T.; Yang, Z. and Hardin, J.W. (2012). Modeling underdispersed count data with generalized Poisson regression, Stata Journal, 12(1), 736-747.
[14] Hasan, M.T. and Sneddon, G. (2009). Zero-Inflated Poisson Regression for Longitudinal Data, Communications in StatisticsŮSimulation and Computation, 38(3), 638-653.
[15] Heilbron, D.C. (1994). Zero-altered and other regression models for count data with added zeros, Biometrical Journal, 36, 531-347.
[16] Hu, M.C.; Pavlicova, M. and Nunes, E.V. (2011). Zero-inflated and hurdle models of count data with extra zeros: examples from an HIV-risk reduction intervention trial, The American Journal of Drug and Alcohol Abuse, 37, 367-375.
[17] Joe, H. and Zhu, R. (2005). Generalized Poisson distribution: the property of mixture of Poisson and comparison with negative binomial distribution, Biometrical Journal, 47(2), 219-229.
[18] Lall, R.; Campbell, M.J.; Walters, S.J. and Morgan, K. (2002). A review of ordinal regression models applied on health-related quality of life assessments, Statistical Methods in Medical Research, 11, 49-67.
[19] Lambert, D. (1992). Zero-inflated Poisson regression, with an application to defects in manufacturing, Technometrics, 34, 1-14.
[20] Lange, K. (2004). Optimization, Springer-Verlag, New York.
[21] Lewsey, J.D. and Thomson, W.M. (2004). The utility of the zero-inflated Poisson and zeroinflated negative binomial models: a case study of cross-sectional and longitudinal DMF data examining the effect of socio-economic status, Community of Dentistry and Oral Epidemiology, 32, 183-189.
[22] Maruottiab, A. and Raponic, V. (2014). On Baseline Conditions for Zero-Inflated Longitudinal Count Data, Communications in Statistics - Simulation and Computation, 43, 743-760.
[23] Min, Y. and Agresti, A. (2005). Random effect models for repeated measures of zero-inflated count data, Statistical Modeling, 5, 1-19.
[24] Molenberghs, G. and Verbeke, G. (2005). Models for Discrete Longitudinal Data, Springer-Verlag.
[25] Mullahy, J. (1986). Specification and testing of some modified count data models, Journal of Econometrics, 33, 341-365.
[26] Neelon, B.H.; OMalley, A.J. and Normand, S.L. (2010). A Bayesian model for repeated measures zero-inflated count data with application to outpatient psychiatric service use, Statistical Modelling, 10, 421-439.
[27] Reinecke, J. and Seddig, D. (2011). Growth mixture models in longitudinal research, AStA Advances in Statistical Analysis, 95(4), 415-434.
[28] Rose, C.E.; Martin, S.W.; Wannemuehler, K.A. and Plikaytis, B.D. (2006). On the use of zero-inflated and hurdle models for modeling vaccine adverse event count data, Journal of Biopharmaceutical Statistics, 16, 463-481.
[29] Silva, G.L.; Juarez-Colunga, E. and Dean, C. (2015). A joint analysis of counts and severity with zero-inflated longitudinal data, CEB-EIB 2015, Bilbao, $23-25$ September.
[30] Song, P.X.K. (2007). Correlated Data Analysis, Springer-Verlag, New York.

# COMPOUND POWER SERIES DISTRIBUTION WITH NEGATIVE MULTINOMIAL SUMMANDS: CHARACTERISATION AND RISK PROCESS 

Authors: Pavlina Jordanova<br>- Faculty of Mathematics and Informatics, Shumen University, Bulgaria pavlina_kj@abv.bg<br>Monika Petkova<br>- Faculty of Mathematics and Informatics, Sofia University, Bulgaria<br>monikapetevapetkova@abv.bg<br>Milan Stehlík<br>- Department of Applied Statistics and Linz Institute of Technology, Johannes Kepler University in Linz, Austria and Institute of Statistics, University of Valparaíso, Chile Milan.Stehlik@jku.at

## Abstract:

- The paper considers a multivariate distribution whose coordinates are compounds. The number of the summands is itself also a multivariate compound with one and the same univariate Power series distributed number of summands and negative multinomially distributed summands. In the total claims amount process the summands are independent identically distributed random vectors. We provide the first full characterization of this distribution. We show that considered as a mixture this distribution would be Mixed Negative multinomial distribution having the possibly scale changed power series distributed THE first parameter. We provide an interesting application to risk theory.


## Key-Words:

- power series distributions; Multivariate Compound distribution; Negative multinomial distribution; risk process.


## AMS Subject Classification:

- 60E05, 62P05.


## 1. INTRODUCTION AND PRELIMINARY RESULTS

It seems that Bates and Neyman [3] were first to introduce Negative multinomial (NMn) distribution in 1952. They obtained it by considering a mixture of independent Poisson distributed random variables (r.vs) with one and the same Gamma distributed mixing variable. Their first parameter could be a real number. Wishart [25] considers the case when the first parameter could be only integer. He calls this distribution Pascal multinomial distribution. At the same time Tweedie [24] obtained estimators of the parameters. Sibuya et al. [18] make a systematic investigation of this distribution and note that the relation between Binomial distribution and Negative binomial ( NBi ) distribution is quite similar to that between the Multinomial distribution and NMn distribution. The latter clarifies the probability structure of the individual distributions. The bivariate case of the compound power series distribution with geometric summands (i.e. $n=1$ and $k=2$ ) is partially investigated in [12]. Another related work is [10].

A version of $k$-variate negative binomial distribution with respect to risk theory is considered in [2, 26]. The authors show that it can be obtained by mixing of iid Poisson random variables with a multivariate finite mixture of Erlang distributions with one and the same second parameter. Further on they interpret it as the loss frequencies and obtain the main characteristics. Due to covariance invariance property, the corresponding counting processes can be useful to model a wide range of dependence structures. See [2, 26] for examples. Using probability generating functions, the authors present a general result on calculating the corresponding compound, when the loss severities follow a general discrete distribution. The similarity of our paper and papers [2, 26] is that both consider the aggregate losses of an insurer that runs through several correlated lines of business. In (2.1) and (2.2) [2] consider Mixed $k$-variate Poisson distribution (with independent coordinates, given the mixing variable) and the mixing variable is Mixed Erlang distributed. More precisely the first parameter in the Erlang distribution is replaced with a random variable. The mixing variable is multivariate and the coordinates of the compounding vector are independent. In our case the mixing variable is one and the same and the coordinates of the counting vector are dependent.

Usually Negative Multinomial (NMn) distribution is interpreted as the one of the numbers of outcomes $A_{i}, i=1,2, \ldots, k$ before the $n$-th $B$, in series of independent repetitions, where $A_{i}, i=1,2, \ldots, k$ and $B$ form a partition of the sample space. See e.g. Johnson et al. [7]. Let us recall the definition.

Definition 1.1. Let $n \in \mathbb{N}, 0<p_{i}, i=1,2, \ldots, k$ and $p_{1}+p_{2}+\cdots+p_{k}<1$. A vector $\left(\xi_{1}, \xi_{2}, \ldots, \xi_{k}\right)$ is called Negative multinomially distributed with parameters $n, p_{1}, p_{2}, \ldots, p_{k}$, if its probability mass function (p.m.f.) is

$$
\begin{aligned}
& P\left(\xi_{1}=i_{1}, \xi_{2}=i_{2}, \ldots, \xi_{k}=i_{k}\right)= \\
& \quad=\binom{n+i_{1}+i_{2}+\cdots+i_{k}-1}{i_{1}, i_{2}, \ldots, i_{k}, n-1} p_{1}^{i_{1} p_{2}^{i_{2}} \cdots p_{k}^{i_{k}}\left(1-p_{1}-p_{2}-\cdots-p_{k}\right)^{n}} \begin{array}{l}
i_{s}=0,1, \ldots, \quad s=1,2, \ldots, k
\end{array}
\end{aligned}
$$

Briefly $\left(\xi_{1}, \xi_{2}, \ldots, \xi_{k}\right) \sim N M n\left(n ; p_{1}, p_{2}, \ldots, p_{k}\right)$.

If $A_{1}, A_{2}, \ldots, A_{k}$ describe all possible mutually exclusive "successes" and the event $\bar{A}_{1} \cap$ $\bar{A}_{2} \cap \cdots \cap \bar{A}_{k}$ presents the "failure", then the coordinates $\xi_{i}$ of the above vector can be interpreted as the number of "successes" of type $A_{i}, i=1,2, \ldots, k$ until $n$-th "failure".

This distribution is a particular case of Multivariate Power series distribution. (The definition is recalled below.) Considering this distribution for $k=1$, we obtain a version of NBi distribution used in this paper. We denote the membership of a random variable $\xi_{1}$ to this class of distributions by $\xi_{1} \sim N B i\left(n ; 1-p_{1}\right)$.

Notice that the marginal distributions of NMn distributed random vector are $\operatorname{NBi}\left(n, 1-\rho_{i}\right), \rho_{i}=\frac{p_{i}}{1-\sum_{j \neq i} p_{j}}$. More precisely their probability generating function (p.g.f.) is $G_{\xi}(z)=E z^{\xi_{i}}=\left(\frac{1-\rho_{i}}{1-\rho_{i} z}\right)^{n},|z|<\frac{1}{\rho_{i}}, i=1,2, \ldots, k$.

The distribution in Definition 1.1 is sometimes called Multivariate Negative Binomial distribution.

For $n=1$ the NMn distribution is a Multivariate geometric distribution. Some properties of the bivariate version of this distribution are considered e.g. by Phatak et al. [15]. A systematic investigation of multivariate version could be found e.g. in Srivastava et al. [21].

If $\left(\xi_{1}, \xi_{2}, \ldots, \xi_{k}\right) \sim N M n\left(n ; p_{1}, p_{2}, \ldots, p_{k}\right)$, its probability generating function (p.g.f.) is

$$
\begin{equation*}
G_{\xi_{1}, \xi_{2}, \ldots, \xi_{k}}\left(z_{1}, z_{2}, \ldots, z_{k}\right)=\left\{\frac{1-p_{1}-p_{2}-\cdots-p_{k}}{1-\left(p_{1} z_{1}+p_{2} z_{2}+\cdots+p_{k} z_{k}\right)}\right\}^{n} \tag{1.1}
\end{equation*}
$$

$$
\left|p_{1} z_{1}+p_{2} z_{2}+\cdots+p_{k} z_{k}\right|<1
$$

For $m=2,3, \ldots, k-1$, its finite dimensional distributions (f.d.ds) are, $\left(\xi_{i_{1}}, \xi_{i_{2}}, \ldots, \xi_{i_{m}}\right) \sim$ $N M n\left(n ; \rho_{i_{1}}, \rho_{i_{2}}, \ldots, \rho_{i_{m}}\right)$, with

$$
\begin{equation*}
\rho_{i_{s}}=\frac{p_{i_{s}}}{1-\sum_{j \notin\left\{i_{1}, i_{2}, \ldots, i_{m}\right\}} p_{j}}, \quad s=1,2, \ldots, m \tag{1.2}
\end{equation*}
$$

and for the set of indexes $\bar{i}_{1}, \bar{i}_{1}, \ldots, \bar{i}_{k-m}$ that complements $i_{1}, i_{2}, \ldots, i_{m}$ to the set $1,2, \ldots, k$ its conditional distributions are

$$
\begin{align*}
\left(\xi_{\bar{i}_{1}}, \xi_{\bar{i}_{2}}, \ldots, \xi_{\bar{i}_{k-m}} \mid \xi_{i_{1}}=n_{1}\right. & \left., \xi_{i_{2}}=n_{2}, \ldots, \xi_{i_{m}}=n_{m}\right) \sim \\
& \sim \operatorname{NMn}\left(n+n_{1}+n_{2}+\cdots+n_{m} ; p_{\bar{i}_{1}}, p_{\bar{i}_{2}}, \ldots, p_{\bar{i}_{k-m}}\right) \tag{1.3}
\end{align*}
$$

More properties of NMn distribution can be found in Bates and Neyman [3] or Johnson et al. [7].

The set of all NMn distributions with one and the same $p_{1}, p_{2}, \ldots, p_{k}$ is closed with respect to convolution.

Lemma 1.1. If r.vs $\mathbf{S}_{i} \sim \operatorname{NMn}\left(n_{i} ; p_{1}, p_{2}, \ldots, p_{k}\right), i=1,2, \ldots, m$ are independent, then the random vector

$$
\begin{equation*}
\mathbf{S}_{1}+\mathbf{S}_{2}+\cdots+\mathbf{S}_{m} \sim N M n\left(n_{1}+n_{2}+\cdots+n_{m} ; p_{1}, p_{2}, \ldots, p_{k}\right) \tag{1.4}
\end{equation*}
$$

One of the most comprehensive treatments with a very good list of references on Multivariate discrete distributions is the book of Johnson et al. [7].

The class of Power Series (PS) Distributions seems to be introduced by Noack (1950) [13] and Khatri (1959) [11]. A systematic approach on its properties could be found e.g. in Johnson et al. [8]. We will recall now only the most important for our work.

Definition 1.2. Let $\vec{a}=\left(a_{0}, a_{1}, \ldots\right)$, where $a_{i} \geq 0, i=0,1, \ldots$ and $\theta \in \mathbb{R}$ is such that

$$
\begin{equation*}
0<g_{\vec{a}}(\theta)=\sum_{n=0}^{\infty} a_{n} \theta^{n}<\infty . \tag{1.5}
\end{equation*}
$$

A random variable (r.v.) $X$ is Power series distributed, associated with the function $g_{\vec{a}}$ and the parameter $\theta$ (or equivalently associated with the sequence $\vec{a}$ and the parameter $\theta$ ), if it has p.m.f.

$$
\begin{equation*}
P(X=n)=\frac{a_{n} \theta^{n}}{g_{\vec{a}}(\theta)}, \quad n=0,1, \ldots \tag{1.6}
\end{equation*}
$$

Briefly $X \sim P S\left(a_{1}, a_{2}, \ldots ; \theta\right)$ or $X \sim P S\left(g_{\vec{a}}(x) ; \theta\right)$. The radius of convergence of the series (1.5) determines the parametric space $\Theta$ for $\theta$. Further on we suppose that $\theta \in \Theta$.

Notice that given a PS distribution and the function $g_{\vec{a}}$ the constants $\theta$ and $a_{1}, a_{2}, \ldots$ are not uniquely determined, i.e. it is an ill-posed inverse problem. However, given the constants $\theta$ and $a_{0}, a_{1}, \ldots$ (or the function $g_{\vec{a}}(x)$ and $\theta$ ) the corresponding PS distribution is uniquely determined. In this case, it is well known that:

- The p.g.f. of $X$ is

$$
\begin{equation*}
\mathbb{E} z^{X}=\frac{g_{\vec{a}}(\theta z)}{g_{\vec{a}}(\theta)}, \quad z \theta \in \Theta \tag{1.7}
\end{equation*}
$$

- The type of all PS distributions is closed under convolution and more precisely if $X_{1} \sim P S\left(g_{1}(x) ; \theta\right)$ and $X_{2} \sim P S\left(g_{2}(x) ; \theta\right)$ are independent and $\theta \in \Theta_{1} \cap \Theta_{2}$, then

$$
\begin{equation*}
X_{1}+X_{2} \sim P S\left(g_{1}(x) g_{2}(x) ; \theta\right) . \tag{1.8}
\end{equation*}
$$

- The mean is given by

$$
\begin{equation*}
\mathbb{E} X=\theta \frac{g_{\vec{a}}^{\prime}(\theta)}{g_{\vec{a}}(\theta)}=\theta\left[\log \left(g_{\vec{a}}(\theta)\right)\right]^{\prime} \tag{1.9}
\end{equation*}
$$

From now on we denote the first and the second derivative of $g(x)$ with respect to $x$ briefly by $g^{\prime}(x)$ and $g^{\prime \prime}(x)$.

- The variance of $X$ has the form

$$
\begin{equation*}
\operatorname{Var} X=\theta^{2}\left[\log \left(g_{\vec{a}}(\theta)\right)\right]^{\prime \prime}+\mathbb{E} X \tag{1.10}
\end{equation*}
$$

- The Fisher index is given by

$$
F I X=1+\theta \frac{\left[\log \left(g_{\vec{a}}(\theta)\right)\right]^{\prime \prime}}{\left[\log \left(g_{\vec{a}}(\theta)\right)\right]^{\prime}} .
$$

We show that the class of Compound Power Series Distributions with Negative Multinomial Summands is a particular case of Multivariate Power series distribution (MPSD) considered by Johnson et al. [7]. Therefore let us remind the definition and its main properties.

Definition 1.3. Let $\theta_{j}>0, j=1,2, \ldots, k$ be positive real numbers and $a_{\left(i_{1}, i_{2}, \ldots, i_{k}\right)}$, $i_{j}=0,1, \ldots$, be non-negative constants such that

$$
\begin{equation*}
A_{\vec{a}}\left(\theta_{1}, \theta_{2}, \ldots, \theta_{k}\right)=\sum_{i_{1}=0}^{\infty} \cdots \sum_{i_{k}=0}^{\infty} a_{\left(i_{1}, i_{2}, \ldots, i_{k}\right)} \theta_{1}^{i_{1}} \theta_{2}^{i_{2}} \cdots \theta_{k}^{i_{k}}<\infty \tag{1.11}
\end{equation*}
$$

The distribution of the random vector $\vec{X}=\left(X_{1}, X_{2}, \ldots, X_{k}\right)$ with probability mass function

$$
P\left(X_{1}=n_{1}, X_{2}=n_{2}, \ldots, X_{k}=n_{k}\right)=\frac{a_{\left(n_{1}, n_{2}, \ldots, n_{k}\right)} \theta_{1}^{n_{1}} \theta_{2}^{n_{2}} \cdots \theta_{k}^{n_{k}}}{A_{\vec{a}}\left(\theta_{1}, \theta_{2}, \ldots, \theta_{k}\right)}
$$

is called Multivariate Power Series Distribution (MPSD) with parameters $A_{\vec{a}}(\vec{x}), a_{\left(i_{1}, i_{2}, \ldots, i_{k}\right)}$ and $\vec{\theta}=\left(\theta_{1}, \theta_{2}, \ldots, \theta_{k}\right)$. Briefly $\vec{X} \sim \operatorname{MPSD}\left(A_{\vec{a}}(\vec{x}), \vec{\theta}\right)$. As follows, $\Theta_{k}$ denotes the set of all parameters $\vec{\theta}=\left(\theta_{1}, \theta_{2}, \ldots, \theta_{k}\right)$ that satisfy (1.11).

This class of distributions seems to be introduced by Patil (1965) [14] and Khatri (1959) [11]. A very useful necessary and sufficient condition that characterise this family is obtained by Gerstenkorn(1981). It is well known (see e.g. Johnson et al. [7]) that the p.g.f. of $\vec{X}$ is

$$
\begin{equation*}
\mathbb{E} z_{1}^{X_{1}} z_{2}^{X_{2}} \ldots z_{k}^{X_{k}}=\frac{A_{\vec{a}}\left(\theta_{1} z_{1}, \theta_{2} z_{2}, \ldots, \theta_{k} z_{k}\right)}{A_{\vec{a}}\left(\theta_{1}, \theta_{2}, \ldots, \theta_{k}\right)}, \quad\left(\theta_{1} z_{1}, \theta_{2} z_{2}, \ldots, \theta_{k} z_{k}\right) \in \Theta_{k} \tag{1.12}
\end{equation*}
$$

Through the paper $k=2,3, \ldots$, is fixed and it corresponds to the number of the coordinates. We denote by $\stackrel{d}{=}$ the coincidence in distribution, by " $\sim$ " the fact that a r.v. belongs to a given class of distributions, by $G_{\xi_{1}, \xi_{2}, \ldots, \xi_{k}}\left(z_{1}, z_{2}, \ldots, z_{k}\right)=E\left(z_{1}^{\xi_{1}} \ldots z_{k}^{\xi_{k}}\right)$, the joint p.g.f. of a random vector ( $\xi_{1}, \xi_{2}, \ldots, \xi_{k}$ ) and by $F I \xi$ the index of dispersion of the r.v. $\xi$ (i.e. the variance of $\xi$ divided by the corresponding mean).

One can consider the different concepts for compounds. We use the following one.
Definition 1.4. Let $\vec{\xi}_{i}=\left(\xi_{i}^{(1)}, \xi_{i}^{(2)}, \ldots, \xi_{i}^{(k)}\right), i=1,2, \ldots$, be i.i.d. random vectors and $N$ be a discrete r.v. independent on them. We call compound, a random vector $\vec{X}_{N}=$ $\left(X_{N}^{(1)}, X_{N}^{(2)}, \ldots, X_{N}^{(k)}\right)$, defined by

$$
X_{N}^{(j)}=I_{\{N>0\}} \sum_{i=1}^{N} \xi_{i}^{(j)}=\left\{\begin{array}{ll}
\sum_{i=1}^{N} \xi_{i}^{(j)} & \text { if } N>0, \\
0 & \text { otherwise },
\end{array} \quad j=1,2, \ldots, k\right.
$$

The distribution of $\xi$ is called compounding distribution.

Further on we are going to use the following properties:

1. $\quad G_{\vec{X}_{N}}(z)=G_{N}\left(G_{\vec{\xi}}(z)\right)$.
2. If $E N<\infty$ and $E \vec{\xi}<\infty$, then $E \vec{X}_{N}=E N E \vec{\xi}$ (see [17], Cor. 4.2.1).
3. If Var $N<\infty$ and coordinate-wise $\operatorname{Var} \vec{\xi}<\infty, \operatorname{Var} \vec{X}_{N}=\operatorname{Var} N(E \vec{\xi})^{2}+E N \operatorname{Var} \vec{\xi}$ (see [17], Cor. 4.2.1).
4. $F I \vec{X}_{N}=F I N E \vec{\xi}+F I \vec{\xi}$.

Notice that properties 2. and 3. are particular cases of the well known Wald's equations.
Here we consider a multivariate distribution which coordinates are dependent compounds. In the notations of the Definition $1.4, N$ is PS distributed and $\vec{\xi}$ is NMn distributed. The cases when $N$ is Poisson distributed is partially investigated in 1962, by G. Smith [20]. In Section 2, following the traditional approach about definition of distributions, first we define this distribution through its p.m.f., then we investigate its properties. We consider the case when the summands are NMn distributed. We obtain its main numerical characteristics and conditional distributions. Finally explain its relation with compounds and mixtures. We prove that the class of Compound Power Series Distributions with Negative Multinomial Summands is a particular case of Multivariate Power series distribution and find the explicit form of the parameters. We show that considered as a Mixture this distribution would be (possibly Zero-inflated) Mixed Negative Multinomial distribution with possibly scale changed Power series distributed first parameter. Using these relations we derive several properties and its main numerical characteristics. In Section 3 the risk process application is provided, together with simulations of the risk processes and estimation of ruin probabilities in a finite time interval.

## 2. DEFINITION AND MAIN PROPERTIES OF THE COMPOUND POWER SERIES DISTRIBUTION WITH NEGATIVE MULTINOMIAL SUMMANDS

Let us first define Compound Power series distribution with Negative multinomial summands and then to investigate its properties.

Definition 2.1. Let $\pi_{j} \in(0,1), j=1,2, \ldots, k, \pi_{0}:=1-\pi_{1}-\pi_{2}-\cdots-\pi_{k} \in(0,1)$, $a_{s} \geq 0, s=0,1, \ldots$ and $\theta \in \mathbb{R}$ be such that

$$
\begin{equation*}
0<g_{\vec{a}}(\theta)=\sum_{n=0}^{\infty} a_{n} \theta^{n}<\infty \tag{2.1}
\end{equation*}
$$

A random vector $\vec{X}=\left(X_{1}, X_{2}, \ldots, X_{k}\right)$ is called Compound Power series distributed with negative multinomial summands and with parameters $g_{\vec{a}}(x), \theta ; n, \pi_{1}, \ldots, \pi_{k}$, if for $i=1,2, \ldots, k$, $m_{i}=0,1,2, \ldots$, and $\left(m_{1}, m_{2}, \ldots, m_{k}\right) \neq(0,0, \ldots, 0)$,

$$
\begin{align*}
& P\left(X_{1}=m_{1}, X_{2}=m_{2}, \ldots, X_{k}=m_{k}\right)= \\
& \quad=\frac{\pi_{1}^{m_{1}} \pi_{2}^{m_{2}} \cdots \pi_{k}^{m_{k}}}{g_{\vec{a}}(\theta)} \sum_{j=1}^{\infty} a_{j} \theta^{j}\binom{j n+m_{1}+m_{2}+\cdots+m_{k}-1}{m_{1}, m_{2}, \ldots, m_{k}, j n-1} \pi_{0}^{n j},  \tag{2.2}\\
& P\left(X_{1}=0, X_{2}=0, \ldots, X_{k}=0\right)=\frac{g_{\vec{a}}\left(\theta \pi_{0}^{n}\right)}{g_{\vec{a}}(\theta)} .
\end{align*}
$$

Briefly $\vec{X} \sim \operatorname{CPSNMn}\left(g_{\vec{a}}(x), \theta ; n, \pi_{1}, \pi_{2}, \ldots, \pi_{k}\right)$ or $\vec{X} \sim \operatorname{CPSNMn}\left(\vec{a}, \theta ; n, \pi_{1}, \pi_{2}, \ldots, \pi_{k}\right) .{ }^{1}$

[^1]In the next theorem we show that this distribution is a particular case of $\operatorname{MPSD}(A(\vec{x}), \vec{\theta})$ considered in Johnson et al. [7].

Theorem 2.1. Suppose $\pi_{i} \in(0,1), i=1,2, \ldots, k, \pi_{0}:=1-\pi_{1}-\pi_{2}-\cdots-\pi_{k} \in(0,1)$, $a_{i} \geq 0, i=0,1, \ldots$ and $\theta \in \mathbb{R}$ are such that (2.1) is satisfied. If

$$
\vec{X} \sim \operatorname{CPSNMn}\left(g_{\vec{a}}(x), \theta ; n, \pi_{1}, \pi_{2}, \ldots, \pi_{k}\right),
$$

then:

1. $\vec{X} \sim \operatorname{MPSD}(A(\vec{x}), \vec{\theta})$, where $\vec{\theta}=\left(\pi_{1}, \pi_{2}, \ldots, \pi_{k}\right), a_{(0, \ldots, 0)}=g_{\vec{a}}\left(\theta \pi_{0}^{n}\right)$.

For $\left(i_{1}, i_{2}, \ldots, i_{k}\right) \neq(0,0, \ldots, 0)$,

$$
\begin{aligned}
a_{\left(i_{1}, i_{2}, \ldots, i_{k}\right)} & =\sum_{j=1}^{\infty} a_{j} \theta^{j}\binom{j n+i_{1}+i_{2}+\cdots+i_{k}-1}{i_{1}, i_{2}, \ldots, i_{k}, j n-1} \pi_{0}^{n j}, \\
A\left(x_{1}, x_{2}, \ldots, x_{k}\right) & =g_{\vec{a}}\left\{\theta \frac{\pi_{0}^{n}}{\left[1-\left(x_{1}+x_{2}+\cdots+x_{k}\right)\right]^{n}}\right\},
\end{aligned}
$$

$$
x_{i} \in(0,1), i=1,2, \ldots, k \text { and } x_{1}+x_{2}+\cdots+x_{k} \in(0,1)
$$

2. For $\left|\pi_{1} z_{1}+\pi_{2} z_{2}+\cdots+\pi_{k} z_{k}\right|<1$,

$$
\begin{aligned}
G_{X_{1}, X_{2}, \ldots, X_{k}}\left(z_{1}, z_{2}, \ldots, z_{k}\right) & =\frac{g_{\vec{a}}\left[\theta\left(\frac{\pi_{0}}{1-\left(\pi_{1} z_{1}+\pi_{2} z_{2}+\cdots+\pi_{k} z_{k}\right)}\right)^{n}\right]}{g_{\vec{a}}(\theta)} \\
& =\frac{g_{\vec{a}}\left[\theta\left(\frac{\pi_{0}}{\pi_{0}+\pi_{1}\left(1-z_{1}\right)+\pi_{2}\left(1-z_{2}\right)+\cdots+\pi_{k}\left(1-z_{k}\right)}\right)^{n}\right]}{g_{\vec{a}}(\theta)} .
\end{aligned}
$$

3. For all $r=2,3, \ldots, k$,

$$
\begin{aligned}
\left(X_{i_{1}}, X_{i_{2}}, \ldots, X_{i_{r}}\right) \sim & \operatorname{CPSNMn}\left(g_{\vec{a}}(x), \theta ; n, \frac{\pi_{i_{1}}}{\pi_{0}+\pi_{i_{1}}+\pi_{i_{2}}+\cdots+\pi_{i_{r}}},\right. \\
& \left.\frac{\pi_{i_{2}}}{\pi_{0}+\pi_{i_{1}}+\pi_{i_{2}}+\cdots+\pi_{i_{r}}}, \ldots, \frac{\pi_{i_{r}}}{\pi_{0}+\pi_{i_{1}}+\pi_{i_{2}}+\cdots+\pi_{i_{r}}}\right) .
\end{aligned}
$$

4. For $i=1,2, \ldots, k$,

$$
\begin{aligned}
X_{i} & \sim \operatorname{CPSNBi}\left(g_{\vec{a}}(x), \theta ; n, \frac{\pi_{i}}{\pi_{0}+\pi_{i}}\right), \\
G_{X_{i}}\left(z_{i}\right) & =\frac{g_{\vec{a}}\left[\theta\left(\frac{\pi_{0}}{\pi_{0}+\pi_{i}\left(1-z_{i}\right)}\right)^{n}\right]}{g_{\vec{a}}(\theta)}, \quad\left|\pi_{i} z_{i}\right|<\pi_{0}+\pi_{i}, \\
E X_{i} & =n \theta\left[\log \left(g_{\vec{a}}(\theta)\right)\right]^{\prime} \frac{\pi_{i}}{\pi_{0}}=n \theta \frac{\pi_{i}}{\pi_{0}} \frac{g_{\vec{a}}^{\prime}(\theta)}{g_{\vec{a}}(\theta)}, \\
\operatorname{Var} X_{i} & =n \frac{\pi_{i} \theta}{\pi_{0}^{2}}\left[n \pi_{i} \theta\left[\log \left(g_{\vec{a}}(\theta)\right)\right]^{\prime \prime}+\left[\log \left(g_{\vec{a}}(\theta)\right)\right]^{\prime}\left(\pi_{0}+\pi_{i}(n+1)\right)\right], \\
F I X_{i} & =1+\frac{\pi_{i}}{\pi_{0}}\left(n \theta \frac{\left[\log \left(g_{\vec{a}}(\theta)\right)\right]^{\prime \prime}}{\left[\log \left(g_{\vec{a}}(\theta)\right)\right]^{\prime}}+n+1\right) .
\end{aligned}
$$

5. For $i \neq j=1,2, \ldots, k$,

$$
\begin{aligned}
\left(X_{i}, X_{j}\right) & \sim \operatorname{CPSNMn}\left(g_{\vec{a}}(x), \theta ; n, \frac{\pi_{i}}{\pi_{0}+\pi_{i}+\pi_{j}}, \frac{\pi_{j}}{\pi_{0}+\pi_{i}+\pi_{j}}\right), \\
G_{X_{i}, X_{j}}\left(z_{i}, z_{j}\right) & =\frac{g_{\vec{a}}\left[\theta\left(\frac{\pi_{0}}{\pi_{0}+\left(1-z_{i}\right) \pi_{i}+\left(1-z_{j}\right) \pi_{j}}\right)^{n}\right]}{g_{\vec{a}}(\theta)}, \quad\left|\pi_{i} z_{i}+\pi_{j} z_{j}\right|<\pi_{0}+\pi_{i}+\pi_{j}, \\
\operatorname{cov}\left(X_{i}, X_{j}\right) & =\frac{n \pi_{i} \pi_{j} \theta}{\pi_{0}^{2}}\left\{n \theta\left[\log g_{\vec{a}}(\theta)\right]^{\prime \prime}+(n+1)\left[\log g_{\vec{a}}(\theta)\right]^{\prime}\right\}, \\
\operatorname{cor}\left(X_{i}, X_{j}\right) & =\sqrt{\frac{\left(F I X_{i}-1\right)\left(F I X_{j}-1\right)}{F I X_{i} F I X_{j}}} .
\end{aligned}
$$

6. For $i, j=1,2, \ldots, k, j \neq i$,
(a) For $m_{j} \neq 0$,

$$
\begin{aligned}
P\left(X_{i}=m_{i} \mid X_{j}=m_{j}\right)= & \left(\frac{\pi_{0}+\pi_{j}}{\pi_{0}+\pi_{i}+\pi_{j}}\right)^{m_{j}} \frac{\pi_{i}^{m_{i}}}{m_{i}!\left(\pi_{0}+\pi_{i}+\pi_{j}\right)^{m_{i}}} \\
& \cdot \frac{\sum_{s=1}^{\infty} a_{s} \theta^{s} \frac{\left(s n+m_{i}+m_{j}-1\right)!}{(s n-1)!}\left(\frac{\pi_{0}}{\pi_{0}+\pi_{i}+\pi_{j}}\right)^{n s}}{\sum_{s=1}^{\infty} a_{s} \theta^{s} \frac{\left(s n+m_{j}-1\right)!}{(s n-1)!}\left(\frac{\pi_{0}}{\pi_{0}+\pi_{j}}\right)^{n s}}, \quad m_{i}=0,1, \ldots
\end{aligned}
$$

(b)

$$
\begin{aligned}
\left(X_{i} \mid X_{j}=0\right) \sim & C \operatorname{CPSNM} n\left[a_{s}, \tilde{\theta}=\theta\left(\frac{\pi_{0}}{\pi_{0}+\pi_{j}}\right)^{n} ; n, \frac{\pi_{i}}{\pi_{0}+\pi_{i}+\pi_{j}}\right], \\
P\left(X_{i}=m_{i} \mid X_{j}=0\right)= & \frac{\pi_{i}^{m_{i}}}{m_{i}!\left(\pi_{0}+\pi_{i}+\pi_{j}\right) m_{i}} \\
& \cdot \frac{\sum_{s=1}^{\infty} a_{s} \frac{\left(s n+m_{i}-1\right)!}{(s n-1)!}\left[\theta\left(\frac{\pi_{0}}{\pi_{0}+\pi_{j}}\right)^{n}\right]^{s}}{g_{\vec{a}}\left[\theta\left(\frac{\pi_{0}}{\pi_{0}+\pi_{j}}\right)^{n}\right]}, m_{i} \in \mathbb{N}, \\
P\left(X_{i}=0 \mid X_{j}=0\right)= & \frac{g_{\vec{a}}\left[\theta\left(\frac{\pi_{0}}{\pi_{0}+\pi_{i}+\pi_{j}}\right)^{n}\right]}{g_{\vec{a}}\left[\theta\left(\frac{\pi_{0}}{\pi_{0}+\pi_{j}}\right)^{n}\right]} .
\end{aligned}
$$

(c) For $i, j=1,2, \ldots, k, j \neq i, m_{j}=1,2, \ldots$,

$$
\begin{aligned}
E\left(z_{i}^{X_{i}} \mid X_{j}=m_{j}\right)= & \left(\frac{\pi_{0}+\pi_{j}}{\pi_{0}+\pi_{j}+\pi_{i}-z_{i} \pi_{i}}\right)^{m_{j}} \\
& \cdot \frac{\sum_{s=1}^{\infty} a_{s} \frac{\left(s n+m_{i}-1\right)!}{(s n-1)!}\left[\theta\left(\frac{\pi_{0}}{\pi_{0}+\pi_{j}+\pi_{i}-z_{i} \pi_{i}}\right)^{n}\right]^{s}}{\sum_{s=1}^{\infty} a_{s} \frac{\left(s n+m_{j}-1\right)!}{(s n-1)!}\left[\theta\left(\frac{\pi_{0}}{\pi_{0}+\pi_{j}}\right)^{n}\right]^{s}}, \\
E\left(z_{i}^{X_{i}} \mid X_{j}=0\right)= & \frac{g_{\vec{a}}\left[\theta\left(\frac{\pi_{0}}{\pi_{0}+\pi_{j}+\left(1-z_{i}\right) \pi_{i}}\right)^{n}\right]}{g_{\vec{a}}\left[\theta\left(\frac{\pi_{0}}{\pi_{0}+\pi_{j}}\right)^{n}\right]} .
\end{aligned}
$$

(d) For $z_{j}=1,2, \ldots$,

$$
\begin{aligned}
E\left(X_{i} \mid X_{j}=z_{j}\right) & =\frac{\pi_{i}}{\pi_{0}+\pi_{j}} \frac{\sum_{s=1}^{\infty} a_{s} \frac{\left(s n+z_{j}\right)!}{(s n-1)!}\left[\theta\left(\frac{\pi_{0}}{\pi_{0}+\pi_{j}}\right)^{n}\right]^{s}}{\sum_{s=1}^{\infty} a_{s} \frac{\left(s n+z_{j}-1\right)!}{(s n-1)!}\left[\theta\left(\frac{\pi_{0}}{\pi_{0}+\pi_{j}}\right)^{n}\right]^{s}}, \\
E\left(X_{i} \mid X_{j}=0\right) & =\frac{n \pi_{i}}{\pi_{0}+\pi_{j}} \frac{\sum_{s=1}^{\infty} s a_{s}\left[\theta\left(\frac{\pi_{0}}{\pi_{0}+\pi_{j}}\right)^{n}\right]^{s}}{\sum_{s=0}^{\infty} a_{s}\left[\theta\left(\frac{\pi_{0}}{\pi_{0}+\pi_{j}}\right)^{n}\right]^{s}} \\
& =\frac{n \theta \pi_{0}^{n} \pi_{i}}{\left(\pi_{0}+\pi_{j}\right)^{n+1}} \frac{g_{\vec{a}}^{\prime}\left[\theta\left(\frac{\pi_{0}}{\pi_{0}+\pi_{j}}\right)^{n}\right]}{g_{\vec{a}}\left[\theta\left(\frac{\pi_{0}}{\pi_{0}+\pi_{j}}\right)^{n}\right]}
\end{aligned}
$$

7. $X_{1}+X_{2}+\cdots+X_{k} \sim \operatorname{CPSNBi}\left(g_{\vec{a}}(x), \theta ; n, 1-\pi_{0}\right)$.
8. For $i=1,2, \ldots, k$

$$
\left(X_{i}, X_{1}+X_{2}+\cdots+X_{k}-X_{i}\right) \sim \operatorname{CPSNMn}\left(g_{\vec{a}}(x), \theta ; n, \pi_{i}, 1-\pi_{0}-\pi_{i}\right) .
$$

9. For $i=1,2, \ldots, k, m \in \mathbb{N}$

$$
\left(X_{i} \mid X_{1}+X_{2}+\cdots+X_{k}=m\right) \sim B i\left(m, \frac{\pi_{i}}{1-\pi_{0}}\right) .
$$

## Sketch of the proof:

1. We substitute of the considered values and function $A$ in the necessary and sufficient condition, given in p. 154, Johnson et al. [7], for MPSD and prove that the following two conditions are satisfied:

$$
\begin{gathered}
P\left(X_{1}=0, X_{2}=0, \ldots, X_{k}=0\right)=\frac{a_{(0,0, \ldots, 0)}}{A\left(\theta_{1}, \theta_{2}, \ldots, \theta_{k}\right)}, \\
\frac{P\left(X_{1}=n_{1}+m_{1}, X_{2}=n_{2}+m_{2}, \ldots, X_{k}=n_{k}+m_{k}\right)}{P\left(X_{1}=n_{1}, X_{2}=n_{2}, \ldots, X_{k}=n_{k}\right)}= \\
=\frac{a_{\left(n_{1}+m_{1}, n_{2}+m_{2}, \ldots, n_{k}+m_{k}\right)}^{a_{\left(n_{1}, n_{2}, \ldots, n_{k}\right)}} \theta_{1}^{m_{1}} \theta_{2}^{m_{2}} \cdots \theta_{k}^{m_{k}}, \quad m_{i}, n_{i}=0,1, \ldots, \quad i=1,2, \ldots, k .}{}
\end{gathered}
$$

2.-3. Analogously to [12], who works in case $n=1$ and $k=2$. Here we have used the definition of p.g.f., the definition of $g_{\vec{a}}(x)$ and the formula

$$
\sum_{i_{1}=0}^{\infty} \sum_{i_{2}=0}^{\infty} \cdots \sum_{i_{k}=0}^{\infty} \frac{\left(i_{1}+i_{2}+\cdots+i_{k}+r-1\right)!}{i_{1}!i_{2}!\cdots i_{k}!(r-1)!} x_{1}^{i_{1}} x_{2}^{i_{2}} \cdots x_{k}^{i_{k}}=\frac{1}{\left(1-x_{1}-x_{2}-\cdots-x_{k}\right)^{r}}
$$

6.(a) For $m_{i}=0,1, \ldots$ we substitute the proposed parameters and function in the formula of p.m.f. of PS distribution and obtain the above formula

$$
\begin{aligned}
P\left(X_{i}=m_{i} \mid X_{j}=m_{j}\right)= & \frac{\sum_{s=1}^{\infty} a_{s} \theta^{s} \frac{\left(s n+m_{i}+m_{j}-1\right)!}{(s n-1)!m_{i}!}\left(\frac{\pi_{0}}{\pi_{0}+\pi_{i}+\pi_{j}}\right)^{n s}\left(\frac{\pi_{i}}{\pi_{0}+\pi_{i}+\pi_{j}}\right)^{m_{i}}}{\sum_{k=0}^{\infty} \sum_{s=1}^{\infty} a_{s} \theta^{s} \frac{\left(s n+k+m_{j}-1\right)!}{(s n-1)!k!}\left(\frac{\pi_{0}}{\pi_{0}+\pi_{i}+\pi_{j}}\right)^{n s}\left(\frac{\pi_{i}}{\pi_{0}+\pi_{i}+\pi_{j}}\right)^{k}} \\
= & \frac{\sum_{s=1}^{\infty} a_{s} \theta^{s} \frac{\left(s n+m_{i}+m_{j}-1\right)!}{(s n-1)!m_{i}!}\left(\frac{\pi_{0}}{\pi_{0}+\pi_{i}+\pi_{j}}\right)^{n s}\left(\frac{\pi_{i}}{\pi_{0}+\pi_{i}+\pi_{j}}\right)^{m_{i}}}{\sum_{s=1}^{\infty} \frac{a_{s}}{(s n-1)!} \theta^{s}\left(\frac{\pi_{0}}{\pi_{0}+\pi_{i}+\pi_{j}}\right)^{n s} \sum_{k=0}^{\infty} \frac{\left(s n+k+m_{j}-1\right)!}{k!}\left(\frac{\pi_{i}}{\pi_{0}+\pi_{i}+\pi_{j}}\right)^{k}} \\
= & \frac{\sum_{s=1}^{\infty} a_{s} \theta^{s} \frac{\left(s n+m_{i}+m_{j}-1\right)!}{(s n-1)!m_{i}!}\left(\frac{\pi_{0}}{\pi_{0}+\pi_{i}+\pi_{j}}\right)^{n s}\left(\frac{\pi_{i}}{\pi_{0}+\pi_{i}+\pi_{j}}\right)^{m_{i}}}{\sum_{s=1}^{\infty} \frac{a_{s}}{(s n-1)!} \theta^{s}\left(\frac{\pi_{0}}{\pi_{0}+\pi_{i}+\pi_{j}}\right)^{n s} \frac{\left(s n+m_{j}-1\right)!}{\left[1-\left(\frac{\pi_{i}}{\pi_{0}+\pi_{i}+\pi_{j}}\right)\right]^{s n+m_{j}}}} \\
= & \frac{1}{m_{i}!}\left(\frac{\pi_{i}}{\pi_{0}+\pi_{i}+\pi_{j}}\right)^{m_{i}}\left(\frac{\pi_{0}+\pi_{j}}{\pi_{0}+\pi_{i}+\pi_{j}}\right)^{m_{j}} \\
& \cdot \frac{\sum_{s=1}^{\infty} a_{s} \theta^{s} \frac{\left(s n+m_{i}+m_{j}-1\right)!}{(s n-1)!}\left(\frac{\pi_{0}}{\pi_{0}+\pi_{i}+\pi_{j}}\right)^{n s}}{\sum_{s=1}^{\infty} \frac{a_{s} \theta^{s}\left(s n+m_{j}-1\right)!}{(s n-1)!}\left(\frac{\pi_{0}}{\pi_{0}+\pi_{j}}\right)^{n s}} .
\end{aligned}
$$

6.(c) and 6.(d) are analogous to [12], who work in case $n=1$ and $k=2$.
9. For $i=1,2, \ldots, k, m \in \mathbb{N}$, we use 7., 8., the definitions about CPSNMn distribution and conditional probability, and obtain

$$
\begin{aligned}
P\left(X_{i}=s \mid X_{1}+X_{2}+\cdots+X_{k}=m\right) & =\frac{P\left(X_{i}=s, X_{1}+X_{2}+\cdots+X_{k}=m\right)}{P\left(X_{1}+X_{2}+\cdots+X_{k}=m\right)} \\
& =\frac{P\left(X_{i}=s, X_{1}+X_{2}+\cdots+X_{k}-X_{i}=m-s\right)}{P\left(X_{1}+X_{2}+\cdots+X_{k}=m\right)} \\
& =\frac{\pi_{i}^{s}\left(1-\pi_{0}-\pi_{i}\right)^{m-s} \sum_{j=1}^{\infty} a_{j} \theta^{j}\binom{j n+m-1}{s, m-s, j n-1} \pi_{0}^{n j}}{\left(1-\pi_{0}\right)^{m} \sum_{j=1}^{\infty} a_{j} \theta^{j}\binom{j n+m-1}{m, j n-1} \pi_{0}^{n j}} \\
& =\frac{\pi_{i}^{s}\left(1-\pi_{0}-\pi_{i}\right)^{m-s} \sum_{j=1}^{\infty} a_{j} \theta^{j} \frac{(j n+m-1)!}{\rho!(m-s)!(j n-1)!} n_{0}^{n j}}{\left(1-\pi_{0}\right)^{m} \sum_{j=1}^{\infty} a_{j} \theta^{j j} \frac{(n n+m-1)!n^{n j}}{m!(j n-1)!} \pi_{0}^{n}} \\
& =\binom{m}{s}\left(\frac{\pi_{i}}{1-\pi_{0}}\right)^{s}\left(1-\frac{\pi_{i}}{1-\pi_{0}}\right)^{m-s} \quad s=0,1, \ldots, m .
\end{aligned}
$$

We use the definition of Binomial distribution and complete the proof.

Note 2.1. The conclusion 1. in this theorem states that also in the univariate case the CPSMNn distribution is just a particular case of PSD with more complicated coefficients.

The next theorem presents this distribution as a mixture.

Theorem 2.2. Suppose $n \in N, \pi_{i} \in(0,1), i=1,2, \ldots, k, \pi_{0}:=1-\pi_{1}-\pi_{2}-\cdots-\pi_{k} \in$ $(0,1), a_{j} \geq 0, j=0,1, \ldots, \theta \in \mathbb{R}$ are such that (2.1) is satisfied and $\vec{X} \sim \operatorname{CPSNMn}\left(g_{\vec{a}}(x), \theta ;\right.$ $\left.n, \pi_{1}, \pi_{2}, \ldots, \pi_{k}\right)$. Then there exists a probability space $(\Omega, \mathcal{A}, \mathbb{P})$, a r.v. $M \sim \operatorname{PSD}\left(g_{\vec{a}}(x), \theta\right)$ and a random vector $\vec{Y}=\left(Y_{1}, Y_{2}, \ldots, Y_{k}\right)$ defined on it, such that $\vec{Y} \mid M=m \sim N M n\left(n m, \pi_{1}\right.$, $\left.\pi_{2}, \ldots, \pi_{k}\right), m=1,2, \ldots$,

$$
P\left(Y_{1}=0, Y_{2}=0, \ldots, Y_{k}=0 \mid M=0\right)=1
$$

and $\vec{X} \stackrel{d}{=} \vec{Y}$. Moreover

1. For $\left|\pi_{1} z_{1}+\pi_{2} z_{2}+\cdots+\pi_{k} z_{k}\right|<1$,

$$
G_{X_{1}, X_{2}, \ldots, X_{k}}\left(z_{1}, z_{2}, \ldots, z_{k}\right)=G_{M}\left[\left(\frac{\pi_{0}}{\pi_{0}+\pi_{1}\left(1-z_{1}\right)+\pi_{2}\left(1-z_{2}\right)+\cdots+\pi_{k}\left(1-z_{k}\right)}\right)^{n}\right]
$$

2. For $i=1,2, \ldots, k$,

$$
\begin{aligned}
E X_{i} & =n E M \frac{\pi_{i}}{\pi_{0}}, \quad i=1,2, \ldots, k \\
\operatorname{Var} X_{i} & =\operatorname{Var} M n^{2} \frac{\pi_{i}^{2}}{\pi_{0}^{2}}+E M n \frac{\pi_{i}\left(\pi_{0}+\pi_{i}\right)}{\pi_{0}^{2}} \\
& =n \frac{\pi_{i}}{\pi_{0}} E M\left[\frac{\pi_{i}}{\pi_{0}}(n F I M+1)+1\right] \\
F I X_{i} & =1+\frac{\pi_{i}}{\pi_{0}}(n F I M+1)
\end{aligned}
$$

3. For $i \neq j=1,2, \ldots, k$,

$$
\begin{aligned}
\operatorname{cov}\left(X_{i}, X_{j}\right) & =n \frac{\pi_{i} \pi_{j}}{\pi_{0}^{2}}\{n F I M+1\} E M \\
\operatorname{cor}\left(X_{i}, X_{j}\right) & =\sqrt{\frac{\left(F I Y_{i}-1\right)\left(F I Y_{j}-1\right)}{F I Y_{i} F I Y_{j}}}
\end{aligned}
$$

Note 2.2. Following analogous notations of Johnson et al. [7], the above two theorems state that CPSNMn distribution coincides with

$$
I_{\{M>0\}} N M n\left(n M, \pi_{1}, \pi_{2}, \ldots, \pi_{k}\right) \bigwedge_{M} P S D\left(g_{\vec{a}}(x) ; \theta\right)
$$

where $I_{M>0}$ is a Bernoulli r.v. or indicator of the event " $M>0$ ".

The following representation motivates the name of CPSNMn distribution.

Theorem 2.3. Suppose $\pi_{i} \in(0,1), i=1,2, \ldots, k, \pi_{0}=1-\pi_{1}-\cdots-\pi_{k} \in(0,1), a_{k} \geq 0$, $k=0,1, \ldots$, and $\theta \in \mathbb{R}$ are such that such that (2.1) is satisfied. Let $M \sim P S\left(g_{\vec{a}}(x) ; \theta\right)$ and $\left(Y^{(1)}, \ldots, Y^{(k)}\right) \sim N M n\left(n ; \pi_{1}, \ldots, \pi_{k}\right)$ be independent. Denote by $I_{\{M>0\}}$ the Bernoulli r.v. that is an indicator of the event $\{M>0\}$ and defined on the same probability space. Define a random vector $\left(T_{M}^{(1)}, T_{M}^{(2)}, \ldots, T_{M}^{(k)}\right)$ by

$$
T_{M}^{(j)}=I_{\{M>0\}} \sum_{i=1}^{M} Y_{i}^{(j)}=\left\{\begin{array}{ll}
\sum_{i=1}^{M} Y_{i}^{(j)} & \text { if } M>0,  \tag{2.3}\\
0 & \text { otherwise }
\end{array} \quad j=1,2, \ldots, k\right.
$$

Then

1. For $m \in \mathbb{N},\left(T_{M}^{(1)}, T_{M}^{(2)}, \ldots, T_{M}^{(k)} \mid M=m\right) \sim \operatorname{NMn}\left(n m ; \pi_{1}, \pi_{2}, \ldots, \pi_{k}\right)$;
2. $\left(T_{M}^{(1)}, T_{M}^{(2)}, \ldots, T_{M}^{(k)}\right) \sim \operatorname{CPSNMn}\left(g_{\vec{a}}(x), \theta ; n, \pi_{1}, \pi_{2}, \ldots, \pi_{k}\right)$;
3. $\left(T_{M}^{(1)}, T_{M}^{(2)}, \ldots, T_{M}^{(k)} \mid M>0\right) \sim \operatorname{CPSNMn}\left(g_{\vec{a}}(x), \theta ; n, \pi_{1}, \pi_{2}, \ldots, \pi_{k}\right)$, where $\widetilde{a}_{0}=0, \widetilde{a}_{i}=a_{i}, i=1,2, \ldots$

Sketch of the proof: We apply (1.4) and Theorem 2.2. 2. is analogous to [12], who work in case $n=1$ and $k=2$.

If we have no weights at coordinate planes we need to consider the following distribution.
Definition 2.2. Let $\pi_{j} \in(0,1), j=1,2, \ldots, k, \pi_{0}:=1-\pi_{1}-\pi_{2}-\cdots-\pi_{k} \in(0,1), a_{s} \geq 0$, $s=0,1, \ldots$, and $\theta \in \mathbb{R}$ be such that

$$
g_{\vec{a}}(\theta)=\sum_{n=0}^{\infty} a_{n} \theta^{n}<\infty
$$

A random vector $\vec{X}=\left(X_{1}, X_{2}, \ldots, X_{k}\right)$ is called Compound Power series distributed with negative multinomial summands on $\mathbb{N}^{k}$ and with parameters $g_{\vec{a}}(x), \theta ; n, \pi_{1}, \ldots, \pi_{k}$, if for $i=1,2, \ldots, k, m_{i}=1,2, \ldots$,

$$
\begin{align*}
& P\left(X_{1}=m_{1}, X_{2}=m_{2}, \ldots, X_{k}=m_{k}\right)= \\
& =\frac{1}{\rho} \frac{\pi_{1}^{m_{1}} \pi_{2}^{m_{2}} \cdots \pi_{k}^{m_{k}}}{g_{\vec{a}}\left(\theta \pi_{0}^{n}\right)} \sum_{j=1}^{\infty} a_{j} \theta^{j}\binom{j n+m_{1}+m_{2}+\cdots+m_{k}-1}{m_{1}, m_{2}, \ldots, m_{k}, j n-1} \pi_{0}^{n j},  \tag{2.4}\\
& \rho=1-\sum_{m=1}^{k}(-1)^{m+1} \sum_{1 \leq i_{1}<i_{2}<\cdots<i_{m} \leq k} \frac{g_{\vec{a}}\left[\theta \pi_{0}^{n}\left(\pi_{0}+\pi_{i_{1}}+\cdots+\pi_{i_{m}}\right)^{-n}\right]}{g_{\vec{a}}(\theta)} .
\end{align*}
$$

Briefly $\vec{X} \sim C P S N M n_{\mathbb{N}^{k}}\left(g_{\vec{a}}(x), \theta ; n, \pi_{1}, \pi_{2}, \ldots, \pi_{k}\right)$.

The relation between $C P S N M n$ and $C P S N M n_{\mathbb{N}^{k}}$ distributions is given in the following theorem.

Theorem 2.4. If $\vec{X} \sim \operatorname{CPSNMn}\left(g_{\vec{a}}(x), \theta ; n, \pi_{1}, \pi_{2}, \ldots, \pi_{k}\right)$, then

$$
\left(X_{1}, X_{2}, \ldots, X_{k} \mid X_{1} \neq 0, X_{2} \neq 0, \ldots, X_{k} \neq 0\right) \sim \operatorname{CPSNMn}_{\mathbb{N}^{k}}\left(g_{\vec{a}}(x), \theta ; n, \pi_{1}, \pi_{2}, \ldots, \pi_{k}\right) .
$$

## 3. APPLICATIONS TO RISK THEORY

In [9] we obtained the approximations of Compound Poisson risk process mixed with Pareto r.v. and provide a brief summary of previous results about risk process approximations. In this section we provide risk process application of the CPSNMn. Here $k, n \in \mathbb{N}, p_{M} \in(0,1)$, $\pi_{i} \in(0,1), i=1,2, \ldots, k, \pi_{1}+\cdots+\pi_{k}<1$ and $\pi_{0}=1-\pi_{1}-\pi_{2}-\cdots-\pi_{k}$.

### 3.1. The counting process

Here we consider a discrete time counting process, satisfying the following conditions:

C1. The insurance company have no claims at moment $t=0$.
C2. In any other moments of time $t=1,2, \ldots$ a group of claims can arrive with probability $p_{M}$ independently of others. We denote the number of groups of claims, arrived in the insurance company over an interval $[0, t]$ by $M(t)$ and by $0<T_{G, 1}<T_{G, 2}<\cdots$ the moments of arrivals of the corresponding group, i.e. $T_{G, k}$ is the occurrence time of the $k$-th group. By definition $M(0)=0$.

C3. The claims can be of one of $k$ mutually exclusive and totally exhaustive different types $A_{1}, A_{2}, \ldots, A_{k}$, e.g. claims of one individual having several pension insurances.
$\mathbf{C 4}$. In any of the time points $0<T_{G, 1}<T_{G, 2}<\cdots$, we denote the number of claims of type $i=1,2, \ldots, k$, arrived in the insurance company by $Y_{i, j}, j=1,2, \ldots$. We assume that the random vectors $\left(Y_{1, j}, Y_{2, j}, \ldots, Y_{k, j}\right), j=1,2, \ldots$ are i.i.d. and

$$
\left(Y_{1, j}, Y_{2, j}, \ldots, Y_{k, j}\right) \sim \operatorname{NMn}\left(n, \pi_{1}, \pi_{2}, \ldots, \pi_{k}\right)
$$

Note 3.1. Conditions C1-C2 means that the counting process of the groups of claims up to time $t>0$ is a Binomial process. In case when the claim sizes are discrete they are considered e.g. in [5, 19, 4, 22]. The number of groups arrived up to time $t$ is $M(t) \sim$ $B i\left(t, p_{M}\right)$ and the intervals $T_{G, 1}, T_{G, 2}-T_{G, 1}, T_{G, 3}-T_{G, 2}, \ldots$ between the groups arrivals are i.i.d. Geometrically distributed on $1,2, \ldots$, with parameter $p_{M}$.

C4 means that it is possible to have zero reported losses of one or of all $k$-types of insurance claims within one group. In that case there is a group arrived, however, the number of participants in the group is zero. This can happen e.g. when there is a claim, but it is not accepted, or it is estimated by zero value by the insurer.

Let us denote the number of claims of type $i=1,2, \ldots, k$, arrived in the company in the interval $[0, t]$ by $N_{i, t}$. Conditions C1-C4 imply that $\left(N_{1}(0), N_{2}(0), \ldots, N_{k}(0)\right)=(0,0, \ldots, 0)$ and, for all $t=1,2, \ldots$,

$$
N_{i}(t)=I\{M(t)>0\} \sum_{j=1}^{M(t)} Y_{i, j}, \quad j=1,2, \ldots, k
$$

Therefore

$$
\left(N_{1}(t), N_{2}(t), \ldots, N_{k}(t)\right) \sim \operatorname{CPSNMn}\left((1+x)^{t}, \frac{p_{M}}{1-p_{M}} ; n, \pi_{1}, \pi_{2}, \ldots, \pi_{k}\right)
$$

and

$$
P\left(N_{1}(t)+N_{2}(t)+\cdots+N_{k}(t)=0\right)=\frac{\left(1-p_{M}\right)^{t}}{\left(1-p_{M} \pi_{0}^{n}\right)^{t}}
$$

### 3.2. The total claim amount process and its characteristics

Consider the total claim amount process defined as

$$
\begin{equation*}
S(t)=I_{\left\{N_{1}(t)>0\right\}} \sum_{j_{1}=1}^{N_{1}(t)} Z_{1, j_{1}}+I_{\left\{N_{2}(t)>0\right\}} \sum_{j_{2}=1}^{N_{2}(t)} Z_{2, j_{2}}+\cdots+I_{\left\{N_{k}(t)>0\right\}} \sum_{j_{k}=1}^{N_{k}(t)} Z_{k, j_{k}} \tag{3.1}
\end{equation*}
$$

$t=1,2, \ldots$, satisfying C1-C4.
We impose the following conditions on the claim sizes:

C5. In any of the time points $0<T_{G, 1}<T_{G, 2}<\cdots$, we denote the claim sizes of the claims of type $i=1,2, \ldots, k$ by $Z_{i, j}, j=1,2, \ldots$. We assume that the random vectors $\left(Z_{1, j}, Z_{2, j}, \ldots, Z_{k, j}\right), j=1,2, \ldots$, are i.i.d. and the coordinates of this vector are also independent, with absolutely continuous c.d.fs. correspondingly $F_{i}$, $i=1,2, \ldots, k$, concentrated on $(0, \infty)$.

C6. The claim arrival times and the claim sizes are assumed to be independent.

Proposition 3.1. Consider the total claim amount process defined in (3.1) and satisfying conditions C1-C6.

1. If $\mathbb{E} Z_{i, j}=\mu_{i}<\infty, i=1,2, \ldots, k$, then

$$
\begin{equation*}
\mathbb{E} S(t)=\frac{n t p_{M}\left(1-p_{M}\right)}{\pi_{0}}\left(\mu_{1} \pi_{1}+\mu_{2} \pi_{2}+\cdots+\mu_{k} \pi_{k}\right) \tag{3.2}
\end{equation*}
$$

2. If additionally $\operatorname{Var} Z_{i, j}=\sigma_{i}^{2}<\infty, i=1,2, \ldots, k$, then

$$
\begin{align*}
& \operatorname{Var} S(t)=n t \frac{p_{M}}{\pi_{0}}\left\{\sum_{i=1}^{k} \pi_{i}\left(\sigma_{i}^{2}+\mu_{i}^{2}\right)+\frac{\left(1-p_{M}\right) n+1}{\pi_{0}}\left(\sum_{i=1}^{k} \mu_{i} \pi_{i}\right)^{2}\right\}  \tag{3.3}\\
& F I S(t)=\frac{\sum_{i=1}^{k} \pi_{i}\left(\sigma_{i}^{2}+\mu_{i}^{2}\right)+\frac{\left(1-p_{M}\right) n+1}{\pi_{0}}\left(\sum_{i=1}^{k} \mu_{i} \pi_{i}\right)^{2}}{\left(1-p_{M}\right)\left(\mu_{1} \pi_{1}+\mu_{2} \pi_{2}+\cdots+\mu_{k} \pi_{k}\right)}
\end{align*}
$$

Proof: [1.] is a consequence of the double expectation formula.
[2.] Using the double expectation formula, the facts that $E M(t)=t p_{M}, \operatorname{Var} M(t)=$ $t p_{M}\left(1-p_{M}\right)$ and Theorem 2.2 we obtain:

$$
\begin{aligned}
\operatorname{Var} S(t)= & \sum_{i=1}^{k} n t p_{M} \frac{\pi_{i}}{\pi_{0}} \sigma_{i}^{2}+n t p_{M} \sum_{i=1}^{k}\left[\left(1-p_{M}\right) n \frac{\pi_{i}^{2}}{\pi_{0}^{2}}+\frac{\pi_{i}\left(\pi_{0}+\pi_{i}\right)}{\pi_{0}^{2}}\right] \mu_{i}^{2} \\
& +2 \sum_{1 \leq i<j \leq k} \mu_{i} \mu_{j} \operatorname{cov}\left(N_{i}(t), N_{j}(t)\right)=
\end{aligned}
$$

$$
\begin{aligned}
= & n t \frac{p_{M}}{\pi_{0}}\left\{\sum_{i=1}^{k} \pi_{i} \sigma_{i}^{2}+\sum_{i=1}^{k}\left[\left(1-p_{M}\right) n \frac{\pi_{i}^{2}}{\pi_{0}}+\frac{\pi_{i}\left(\pi_{0}+\pi_{i}\right)}{\pi_{0}}\right] \mu_{i}^{2}\right\} \\
& +2 \sum_{1 \leq i<j \leq k} \mu_{i} \mu_{j} \operatorname{cov}\left(N_{i}(t), N_{j}(t)\right) \\
= & n t \frac{p_{M}}{\pi_{0}}\left\{\sum_{i=1}^{k} \pi_{i}\left(\sigma_{i}^{2}+\mu_{i}^{2}\right)+\sum_{i=1}^{k}\left[\left(1-p_{M}\right) n \frac{\pi_{i}^{2}}{\pi_{0}}+\frac{\pi_{i}^{2}}{\pi_{0}}\right] \mu_{i}^{2}\right\} \\
& +2 \sum_{1 \leq i<j \leq k} \mu_{i} \mu_{j} \operatorname{cov}\left(N_{i}(t), N_{j}(t)\right) \\
= & n t \frac{p_{M}}{\pi_{0}}\left\{\sum_{i=1}^{k} \pi_{i}\left(\sigma_{i}^{2}+\mu_{i}^{2}\right)+\frac{\left(1-p_{M}\right) n+1}{\pi_{0}} \sum_{i=1}^{k} \mu_{i}^{2} \pi_{i}^{2}\right\} \\
& +2 \sum_{1 \leq i<j \leq k} \mu_{i} \mu_{j} \operatorname{cov}\left(N_{i}(t), N_{j}(t)\right) \\
= & n t \frac{p_{M}}{\pi_{0}}\left\{\sum_{i=1}^{k} \pi_{i}\left(\sigma_{i}^{2}+\mu_{i}^{2}\right)+\frac{\left(1-p_{M}\right) n+1}{\pi_{0}} \sum_{i=1}^{k} \mu_{i}^{2} \pi_{i}^{2}\right\} \\
& +2 n t p_{M} \frac{\left[n\left(1-p_{M}\right)+1\right]}{\pi_{0}^{2}} \sum_{1 \leq i<j \leq k} \mu_{i} \mu_{j} \pi_{i} \pi_{j} \\
= & n t \frac{p_{M}}{\pi_{0}}\left\{\sum_{i=1}^{k} \pi_{i}\left(\sigma_{i}^{2}+\mu_{i}^{2}\right)+\frac{\left(1-p_{M}\right) n+1}{\pi_{0}}\left(\sum_{i=1}^{k} \mu_{i} \pi_{i}\right)^{2}\right\}, \\
\text { FI S(t)=}= & \operatorname{Var} S(t) \\
\mathbb{E} S(t) & \frac{\sum_{i=1}^{k} \pi_{i}\left(\sigma_{i}^{2}+\mu_{i}^{2}\right)+\frac{\left(1-p_{M}\right) n+1}{\pi_{0}}\left(\sum_{i=1}^{k} \mu_{i} \pi_{i}\right)^{2}}{\left(1-p_{M}\right)\left(\mu_{1} \pi_{1}+\mu_{2} \pi_{2}+\cdots+\mu_{k} \pi_{k}\right)} .
\end{aligned}
$$

### 3.3. The risk process and probabilities of ruin

Consider the following discrete time risk process

$$
\begin{equation*}
R_{u}(t)=u+c t-I_{\left\{N_{1}(t)>0\right\}} \sum_{j_{1}=1}^{N_{1}(t)} Z_{1, j_{1}}-I_{\left\{N_{2}(t)>0\right\}} \sum_{j_{2}=1}^{N_{2}(t)} Z_{2, j_{2}}-\cdots-I_{\left\{N_{k}(t)>0\right\}} \sum_{j_{k}=1}^{N_{k}(t)} Z_{k, j_{k}}, \tag{3.4}
\end{equation*}
$$

$t=0,1, \ldots$, satisfying C1-C6. If we consider the claims in a group as one claim, we can see that it is a particular case of the Binomial risk process. ${ }^{2}$

The r.v. that describes the time of ruin with an initial capital $u \geq 0$ is defined as

$$
\tau_{u}=\min \left\{t>0: R_{u}(t)<0\right\}
$$

The probability of ruin with infinite time and initial capital $u \geq 0$ will be denoted by $\Psi(u)=P\left(\tau_{u}<\infty\right)$. The corresponding probability to survive is $\Phi(u)=1-\Psi(u)$. Finally, $\Psi(u, t)=P\left(\tau_{u} \leq t\right)$ is for the probability of ruin with finite time $t=1,2, \ldots$.

[^2]If we assume that $\mathbb{E} Z_{i, j}=\mu_{i}<\infty, i=1,2, \ldots, k$, and in a long horizon, the expected risk reserve for unit time is positive:

$$
\lim _{t \rightarrow \infty} \frac{\mathbb{E} R_{u}(t)}{t}>0
$$

The last is equivalent to

$$
\begin{aligned}
& c>\lim _{t \rightarrow \infty} \frac{\mathbb{E} S(t)}{t}, \\
& c>\frac{n p_{M}\left(1-p_{M}\right)}{\pi_{0}}\left(\pi_{1} \mu_{1}+\pi_{2} \mu_{2}+\cdots+\pi_{k} \mu_{k}\right) .
\end{aligned}
$$

Note that this condition does not depend on $u$ and it means the incomes at any $t=1,2, \ldots$ to be bigger that the mean expenditures at that time:

$$
\frac{c \pi_{0}}{n p_{M}\left(1-p_{M}\right)\left(\pi_{1} \mu_{1}+\pi_{2} \mu_{2}+\cdots+\pi_{k} \mu_{k}\right)}>1 .
$$

Therefore, the safety loading $\rho$ should be defined as usually as the proportion between the expected risk reserve at time $t$ with zero initial capital, i.e. $\mathbb{E} R_{0}(t)$, and the expected total claim amount at same moment of time, for any fixed $t=1,2, \ldots$ :

$$
\rho=\frac{c \pi_{0}}{n p_{M}\left(1-p_{M}\right)\left(\pi_{1} \mu_{1}+\pi_{2} \mu_{2}+\cdots+\pi_{k} \mu_{k}\right)}-1
$$

Thus the above condition is equivalent to the safety loading condition $\rho>0$. If this condition is not satisfied, the probability of ruin in infinite time would be 1 , for any initial capital $u$.

The proof of the next theorem is analogous to the corresponding one in the CramerLundberg model ${ }^{3}$ and in particular to those of the Polya-Aepply risk model ${ }^{4}$.

Theorem 3.1. Consider the Risk process defined in (3.4) and satisfying conditions C1-C6. Given the Laplace transforms $l_{Z_{i, 1}}(s)=\mathbb{E} e^{-s Z_{i, 1}}$, of $Z_{i, 1}, i=1,2, \ldots, k$, are finite in $-s$,

1. The Laplace transform of the risk process is

$$
\mathbb{E} e^{-s R_{0}(t)}=e^{-g(s) t}, \quad t=0,1,2, \ldots
$$

where

$$
g(s)=s c-\log \left\{1-p_{M}+p_{M}\left[\frac{\pi_{0}}{1-\left[\pi_{1} l_{Z_{1,1}}(-s)+\cdots+\pi_{k} l_{Z_{k, 1}}(-s)\right]}\right]^{n}\right\} .
$$

2. The process $R_{0}^{*}(t)=e^{-s R_{0}(t)+g(s) t}, t \geq 0$, is an $A_{R_{0}(\leq t)}=\sigma\left\{R_{0}(s), s \leq t\right\}$-martingale.
3. 

$$
\begin{gathered}
\Psi(u, t) \leq e^{-s u} \sup _{y \in[0, t]} e^{-y g(s)}, \quad t=1,2, \ldots \\
\Psi(u) \leq e^{-s u} \sup _{y \geq 0} e^{-y g(s)}
\end{gathered}
$$

5. If the Lundberg exponent $\varepsilon$ exists, it is a strictly positive solution of the equation

$$
\begin{equation*}
g(s)=0 . \tag{3.5}
\end{equation*}
$$

In that case, $\Psi(u) \leq e^{-\varepsilon u}$.

[^3]Proof: [1.]

$$
\begin{aligned}
\mathbb{E} e^{-s R_{0}(t)} & =\mathbb{E} e^{-s\left\{c t-I_{\left\{N_{1}(t)>0\right\}} \sum_{j_{1}=1}^{N_{1}(t)} Z_{1, j_{1}}-\cdots-I_{\left\{N_{k}(t)>0\right\}} \sum_{j_{k}=1}^{N_{k}(t)} Z_{k, j_{k}}\right\}} \\
& =e^{-s c t} G_{N_{1}(t), N_{2}(t), \ldots, N_{k}(t)}\left(l_{Z_{1,1}}(-s), l_{Z_{2,1}}(-s), \ldots, l_{Z_{k, 1}}(-s)\right) \\
& =e^{-s c t} G_{M(t)}\left[\left(\frac{\pi_{0}}{1-\left(\pi_{1} l_{Z_{1,1}}(-s)+\pi_{2} l_{Z_{2,1}}(-s)+\cdots+\pi_{k} l_{Z_{k, 1}}(-s)\right)}\right)^{n}\right] \\
& =e^{-s c t}\left\{1-p_{M}+p_{M}\left(\frac{\pi_{0}}{1-\left(\pi_{1} l_{Z_{1,1}}(-s)+\pi_{2} l_{Z_{2,1}}(-s)+\cdots+\pi_{k} l_{Z_{k, 1}}(-s)\right)}\right)^{n}\right\}^{t} \\
& =e^{-s c t} e^{t \log \left\{1-p_{M}+p_{M}\left(\frac{\pi_{0}}{1-\left(\pi_{1} l Z_{1,1}(-s)+\pi_{2} l Z_{2,1}(-s)+\cdots+\pi_{k} l Z_{k, 1}(-s)\right)}\right)^{n}\right\}} \\
& =e^{-t\left\{s c-\log \left[1-p_{M}+p_{M}\left(\frac{\pi_{0}}{1-\left(\pi_{1} l_{1,1}(-s)+\pi_{2} Z_{2,1}(-s)+\cdots+\pi_{k} Z_{k, 1}(-s)\right)}\right)^{n}\right]\right\}}=e^{-t g(s)}
\end{aligned}
$$

[2.] Consider $t=0,1,2, \ldots$ and $y \leq t$. Then, because the process $\{S(t), t=0,1,2, \ldots\}$ has independent and time homogeneous additive increments,

$$
\begin{aligned}
\mathbb{E}\left(R_{0}^{*}(t) \mid A_{R_{0}(\leq y)}\right) & =\mathbb{E}\left(e^{-s c t+s S(t)+g(s) t} \mid A_{R_{0}(\leq y)}\right) \\
& =\mathbb{E}\left(e^{-s c y+s S(y)+g(s) y-s c(t-y)+s(S(t)-S(y))+g(s)(t-y)} \mid A_{R_{0}(\leq y)}\right) \\
& =\mathbb{E}\left(R_{0}^{*}(y) e^{-s c(t-y)+s(S(t)-S(y))+g(s)(t-y)} \mid A_{R_{0}(\leq y)}\right) \\
& =R_{0}^{*}(y) \mathbb{E}\left(e^{-s c(t-y)+s S(t-y)+g(s)(t-y)}\right) \\
& =R_{0}^{*}(y) \mathbb{E}\left(e^{-s R_{0}(t-y)+g(s)(t-y)}\right) \\
& =R_{0}^{*}(y) \mathbb{E}\left(e^{-s R_{0}(t-y)}\right) e^{g(s)(t-y)} \\
& =R_{0}^{*}(y) e^{-g(s)(t-y)} e^{g(s)(t-y)}=R_{0}^{*}(y)
\end{aligned}
$$

[3.] Following the traditional approach we start with the definition of $R_{0}^{*}$ and use that for $R_{0}^{*}(0)=1$. Because $\tau_{u}$ is a random stopping time, by Doob's martingale stopping theorem, the stopped process $R_{0}^{*}\left(\min \left(\tau_{u}, t\right)\right)$, is again a martingale. Therefore, for any $0 \leq t<\infty$, by the double expectations formula,

$$
\begin{aligned}
1 & =R_{0}^{*}(0)=\mathbb{E} R_{0}^{*}(0)=\mathbb{E} R_{0}^{*}\left(\min \left(\tau_{u}, t\right)\right) \\
& =\mathbb{E}\left(R_{0}^{*}\left(\min \left(\tau_{u}, t\right)\right) \mid \tau_{u} \leq t\right) P\left(\tau_{u} \leq t\right)+\mathbb{E}\left(R_{0}^{*}\left(\min \left(\tau_{u}, t\right)\right) \mid \tau_{u}>t\right) P\left(\tau_{u}>t\right) \\
& \geq \mathbb{E}\left(R_{0}^{*}\left(\min \left(\tau_{u}, t\right)\right) \mid \tau_{u} \leq t\right) P\left(\tau_{u} \leq t\right) \\
& =\mathbb{E}\left(e^{-s R_{0}\left(\min \left(\tau_{u}, t\right)\right)+g(s) \min \left(\tau_{u}, t\right)} \mid \tau_{u} \leq t\right) P\left(\tau_{u} \leq t\right) \\
& =e^{s u} \mathbb{E}\left(e^{g(s) \min \left(\tau_{u}, t\right)} \mid \tau_{u} \leq t\right) P\left(\tau_{u} \leq t\right) \\
& \geq e^{s u} \mathbb{E}\left(e^{g(s) \tau_{u}} \mid \tau_{u} \leq t\right) P\left(\tau_{u} \leq t\right) \\
& =e^{s u} \mathbb{E}\left(e^{g(s) \tau_{u}} \mid \tau_{u} \leq t\right) \Psi(u, t) \geq e^{s u} \inf _{y \in[0, t]} e^{g(s) y} \Psi(u, t)
\end{aligned}
$$

[4.] This is an immediate consequence of 3 ., when $t \rightarrow \infty$.
[5.] This is an immediate consequence of the inequality

$$
1 \geq \mathbb{E}\left(e^{-\varepsilon R_{0}\left(\min \left(\tau_{u}, t\right)\right)+g(\varepsilon) \min \left(\tau_{u}, t\right)} \mid \tau_{u} \leq t\right) P\left(\tau_{u} \leq t\right)
$$

applied for $t \rightarrow \infty$ and the fact that $R_{0}(s)=R_{u}(s)-u$.

Remark 3.1. In general, to compute solution of the equation (3.5) is a difficult task and it can be done only numerically, since e.g. for exponential claims it involves roots of algebraic equations of high order. These solutions can be however also negative or/and complex conjugates. To illustrate the complexity of this setup, let us consider $k=1$ and respective equation (for special choice of parameters) $s=\log \left(1-0.5+0.5((1-p) /(1-p /(1-s)))^{n}\right)$. Then, real solutions are plotted at Figure 1 for $n=1, \ldots, 10, p \in(0,1)$, therein we can see the complexity of such computations.


Figure 1: Real solutions of equation (3.5) for $\pi_{M}=\pi_{0}=\pi_{1}=0.5$.

Theorem 3.2. Consider the Risk process defined in (3.4) and satisfying conditions C1-C6. Suppose that it satisfies the net profit condition. Denote by

$$
\sigma_{S}=\sqrt{\operatorname{Var} S(1)}=\sqrt{n \frac{p_{M}}{\pi_{0}}\left\{\sum_{i=1}^{k} \pi_{i}\left(\sigma_{i}^{2}+\mu_{i}^{2}\right)+\frac{\left(1-p_{M}\right) n+1}{\pi_{0}}\left(\sum_{i=1}^{k} \mu_{i} \pi_{i}\right)^{2}\right\}}
$$

Define

$$
R_{m}(t)=\frac{u_{m}+c m t-S(m t)}{\sigma_{S} \sqrt{m}}
$$

where

$$
\frac{u_{m}}{\sigma_{S}} \sim u_{0} \sqrt{m}, \quad m \rightarrow \infty
$$

and

$$
\begin{gathered}
\frac{\rho_{m} \mu_{S}}{\sigma_{S}} \sim \frac{\rho_{0}}{\sqrt{m}}, \quad m \rightarrow \infty \\
\mu_{S}=\mathbb{E} S(1)=\frac{n p_{M}\left(1-p_{M}\right)}{\pi_{0}}\left(\mu_{1} \pi_{1}+\mu_{2} \pi_{2}+\cdots+\mu_{k} \pi_{k}\right),
\end{gathered}
$$

then

$$
R_{m}(t) \Longrightarrow u_{0}+\rho_{0} t+W\left(p_{M} t\right), \quad m \rightarrow \infty
$$

3.4. Simulations of the risk processes and estimation of the probabilities of ruin

In this subsection we provide a brief simulation study on probabilities of ruin in a finite time in the model (3.4). For any of them 10000 sample paths were created and the relative frequencies of those which goes at least once below zero was determined. The number of groups is $k=20$. The parameters of the NMn distribution are $n=40$ and $p=(0.002,0.004,0.006,0.008,0.01,0.012,0.014,0.016,0.018,0.02,0.022,0.024,0.026,0.028$, $0.03,0.032,0.034,0.036,0.038,0.04)$. Different parameters on different coordinates allow higher flexibility of the model. The probability of arrival of a group in a fixed time point is $p_{M}=0.4$, and premium income rate is $c=0.1$.

Example 3.1. Exponential claim sizes. For computations of ruin probabilities under exponential claims we consider parameter vector $\lambda=(10,20,30,40,50,60,70,80,90,100$, $110,120,130,140,150,160,170,180,190,200)$. The $i$-th coordinate describe the parameter of the Exponential distribution of the claim sizes within the $i$-th group. The resulting probabilities for ruin for different initial capitals $u$ and time intervals $[0, t]$ are presented in the Table 1. The corresponding 10000 sample paths of the risk process are depicted on Figure 2.

Table 1: Probabilities of ruin for exponential claims.

| $u$ | $t$ |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | 2 | 5 | 10 | 20 | 50 | 100 |  |
| 0 | 0.3224 | 0.5581 | 0.7037 | 0.8053 | 0.9016 | 0.9515 |  |
| 1 | 0.0001 | 0.0036 | 0.0370 | 0.1546 | 0.4234 | 0.6586 |  |
| 2 | 0 | 0 | 0.0005 | 0.0072 | 0.1131 | 0.3386 |  |
| 3 | 0 | 0 | 0 | 0.0001 | 0.0159 | 0.1366 |  |
| 4 | 0 | 0 | 0 | 0 | 0.0012 | 0.0364 |  |
| 5 | 0 | 0 | 0 | 0 | 0 | 0.0081 |  |



Figure 2: 10000 sample paths of the risk process (3.4) for Exponential individual claim sizes, $t=100$.

Example 3.2. Gamma claim sizes. Table 2 presents the probabilities for ruin in case when the claim sizes are Gamma distributed with parameters $\alpha=\operatorname{seq}$ (from $=0.001$, $t o=0.001+(k-1) * 0.005, b y=0.005)$ and $\beta=\operatorname{seq}($ from $=1, t o=1+(k-1) * 0.2$, by $=0.2)$, where seq is the function for creating a sequence in R software, see [16]. The corresponding 10000 sample paths of the risk process are depicted on Figure 3.

Table 2: Probabilities of ruin for gamma claims.

| $u$ | $t$ |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | 2 | 5 | 10 | 20 | 50 | 100 |
| 0 | 0.164 | 0.294 | 0.442 | 0.529 | 0.706 | 0.787 |
| 1 | 0.042 | 0.085 | 0.183 | 0.273 | 0.490 | 0.578 |
| 2 | 0.017 | 0.046 | 0.086 | 0.160 | 0.317 | 0.458 |
| 3 | 0.010 | 0.024 | 0.051 | 0.098 | 0.202 | 0.358 |
| 4 | 0.003 | 0.008 | 0.019 | 0.057 | 0.139 | 0.248 |
| 5 | 0.000 | 0.002 | 0.013 | 0.027 | 0.071 | 0.171 |



Figure 3: 10000 sample paths of the risk process (3.4) for Gamma individual claim sizes, $t=100$.

Example 3.3. Uniform claim sizes. The ruin probabilities presented in the Table 3 are calculated under assumption for uniform claim sizes with left and right bounds of the intervals, presented correspondingly via parameter vectors $U \min =\operatorname{seq}($ from $=0.0001$, to $=$ $0.0001+(k-1) * 0.0001, b y=0.0001)$ and $U \max =U \min +0.01$.

The corresponding 10000 sample paths of the risk process are depicted on Figure 4.
Analogously, the probabilities for ruin in a finite time interval, for different claim sizes with finite variance, and related with the risk process (3.4) can be estimated. The corresponding confidence intervals can be calculated using the Central Limit Theorem, applied to relative frequencies.

Table 3: Probabilities of ruin for uniform claims.

| $u$ | $t$ |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | 2 | 5 | 10 | 20 | 50 | 100 |
| 0 | 0.133 | 0.253 | 0.361 | 0.402 | 0.392 | 0.412 |
| 1 | 0.000 | 0.000 | 0.000 | 0.001 | 0.001 | 0.000 |
| 2 | 0.000 | 0.000 | 0.000 | 0.000 | 0.000 | 0.000 |
| 3 | 0.000 | 0.000 | 0.000 | 0.000 | 0.000 | 0.000 |
| 4 | 0.000 | 0.000 | 0.000 | 0.000 | 0.000 | 0.000 |
| 5 | 0.000 | 0.000 | 0.000 | 0.000 | 0.000 | 0.000 |



Figure 4: 10000 sample paths of the risk process (3.4) for Uniform individual claim sizes, $t=100$.

## 4. CONCLUSIONS

The paper shows that CPSMNn distribution is easy to work with, and it be can be very useful for modelling of the number of claims in Risk theory. Recently [26] and [2] have published another important application of multivariate negative binomial distribution in actuarial risk theory. Both models show that they are suitable for capturing the overdispersion phenomena. These distributions provide a flexible modelling of the number of claims that have appeared up to time $t$. The number of summands of the random sum reflects the number of groups of claims that have occurred up to this moment. The negative multinomial summands and their dependence structure describe types of claims within a group which are different from those given by [26] and [2]. From mathematical point of view our paper describes completely novel presentations of the CPSNMn distributions. Thus we can conclude by following conclusions:

- These distributions are a particular case of Multivariate PSD.
- Considered as a mixture, CPSMNn would be called (possibly Zero-inflated) Mixed NMn with scale changed PSD first parameter. More precisely,

$$
I_{\{M>0\}} N M n\left(n M, \pi_{1}, \pi_{2}, \ldots, \pi_{k}\right) \bigwedge_{M} P S D\left(g_{\vec{a}}(x) ; \theta\right)
$$

where $I_{M>0}$ is a Bernoulli r.v. or indicator of the event " $M>0$ ".

- CPSMNn is particular case of compounds or random sums $\left(T_{M}^{(1)}, T_{M}^{(2)}, \ldots, T_{M}^{(k)}\right)$, where

$$
T_{M}^{(j)}=I_{\{M>0\}} \sum_{i=1}^{M} Y_{i}^{(j)}=\left\{\begin{array}{ll}
\sum_{i=1}^{M} Y_{i}^{(j)} & \text { if } M>0, \\
0 & \text { otherwise },
\end{array} \quad j=1,2, \ldots, k\right.
$$

These observations allow us to make the first complete characterization of Compound power series distribution with negative multinomial summands and to give an example of their application in modelling the main process in the Insurance risk theory.
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## Abstract:

- In this paper operators $i[j]$ and $[j] k$ are defined, whose effects on an $r \times c$ contingency table $X$ are to subtract 1 from $x_{i j}$ and to add 1 to $x_{k j}$, respectively, so that the composition $i[j] k$ of the two operators changes the $j$-th column of the contingency table without altering its total. Also a loop is defined as a composition of such operators that leaves unchanged both row and column totals. This is used to characterize the $r \times c$ contingency tables of maximum probability over the fixed marginals reference set (under the hypothesis of row and column independence). Another characterization of such maximum probability tables is given using the concept of associated $U$ tables, a $U=\left\{u_{i j}\right\}$ table being defined as a table such that $u_{i j}>0,1 \leq i \leq r$ and $1 \leq j \leq c$, and for a given set of values $r_{h}, 1 \leq h<r, u_{h+1, j}=r_{h} u_{h j}$ for all $j$. Finally, a necessary and sufficient condition for the uniqueness of a maximum probability table in the fixed marginals reference set is provided.
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## 1. INTRODUCTION

Let $X=\left\{x_{i j}\right\}$ denote an $r \times c$ contingency table, with $x_{i j} \in \mathbb{N}$ the entry in row $i$ and column $j$, and let $R_{1}, \ldots, R_{r}$ be the sums of rows, $C_{1}, \ldots, C_{c}$ the sums of columns and $N=\sum_{i} R_{i}=\sum_{j} C_{j}$. Given the marginal sums $R_{i}$ and $C_{j}, i=1, \ldots, r, j=1, \ldots, c$, let

$$
\mathcal{F}=\left\{X \mid \sum_{j=1}^{c} x_{i j}=R_{i}, \quad \sum_{i=1}^{r} x_{i j}=C_{j}\right\}
$$

be the reference set of all possible $r \times c$ tables with the aforementioned marginal sums. Then, under the hypothesis of row and column independence, it is well known that for $X \in \mathcal{F}$,

$$
\begin{equation*}
P(X)=\frac{\prod_{i} R_{i}!\prod_{j} C_{j}!}{N!\prod_{i j} x_{i j}!} \tag{1.1}
\end{equation*}
$$

A problem that is of interest is that of obtaining a table $X \in \mathcal{F}$ which maximizes (1.1), i.e. a maximum probability fixed marginals $r \times c$ table (MPT). This problem arises, for example, as part of the best known and most efficient algorithm for calculating the $p$-value of Fisher's exact test in unordered $r \times c$ contingency tables: the network algorithm of Mehta and Patel [2]. The application of this algorithm to an observed $r \times c$ table requires, for many of the nodes in the network, the calculation of the longest subpath from each node to the terminal node, and this involves (many) repeated applications of the calculation of maximum probability $r \times c^{\prime}$ tables $\left(c^{\prime} \leq c\right)$ for given fixed marginal sums.

Methods for obtaining these MPTs have been proposed by Mehta and Patel [2] and by Joe [1]. The most general is that of Joe, which is based on a necessary condition for the MPTs, and generally involves the (recursive) construction of a subset of $\mathcal{F}$ in which the MPTs are contained, and obtaining these by inspecting the probabilities of the tables of this subset. However, the computation time for the Joe method grows exponentially when $r$ or $c$ increase, and it is practically unviable for relatively large values of $r$ and $c$.

In the particular case of $2 \times c$ tables, Requena and Martín [3] present a necessary and sufficient condition for the MPTs. Based on this characterization, Requena and Martín [4] propose a general and very efficient method for obtaining the MPTs, and Requena and Martín [5] present some modifications in the network algorithm of Mehta and Patel for $2 \times c$ tables, which produce a drastic reduction in computation time.

In order to obtain general and more efficient methods for obtaining the MPTs, in the general case of $r \times c$ tables, it is important that these methods are based on necessary and sufficient conditions for the MPTs. In this sense, in this paper, two necessary and sufficient conditions are presented in order to characterize the MPTs. However, this characterization is not a generalization of the one previously shown in Requena and Martín [3]; it is completely different, although logically in the particular case of $2 \times c$ tables, the characterization presented in this paper is equivalent to that of Requena and Martín [3].

In Section 2 of this paper, we define and study the concepts of sequence and loop which we will use in the characterization of the MPTs, which is presented in Sections 3 and 5.

In Section 3 we present the characterization as a more theoretical result, while in Section 5, with a more applied purpose, the characterization is presented in terms of a particular type of tables ( $U$ tables), which we define and study in Section 4. Finally, in Section 6 we provide a necessary and sufficient condition of the uniqueness of the MPT.

## 2. SEQUENCES AND LOOPS

The characterization of the MPTs which we set out in the following sections is based on the concepts of sequence and loop. In order to define these concepts, we will start by defining some operators, which are applied to an $r \times c$ table $X=\left\{x_{i j}\right\}$.

We define the operator $i[j]$ whose effect on $X$ is to subtract 1 from $x_{i j}$ leaving all the other entries unchanged, and the operator $[j] k$ whose effect on $X$ is to add 1 to $x_{k j}$ leaving all the other entries unchanged. Based on these operators, we define the operator $i[j] k$ as the composition of $i[j]$ with $[j] k(i[j] \circ[j] k=i[j] k=[j] k \circ i[j])$. It is clear that $i[j] k$ changes the $j$-th column of the table without altering its sum. Also, as $i[j] i$ is the identity operator, $i[j]$ and $[j] i$ are inverse of each other.

Definition 2.1. Given an $r \times c$ table $X=\left\{x_{i j}\right\}$, and given the rows $i_{0}, i_{1}, \ldots, i_{k}$ (with $i_{h-1} \neq i_{h}$ ) and columns $j_{1}, \ldots, j_{k}$ (not all equal), a sequence is the composition of $i_{0}\left[j_{1}\right] i_{1}$ with $i_{1}\left[j_{2}\right] i_{2}, \ldots$ with $i_{k-1}\left[j_{k}\right] i_{k}$, which for simplicity we denote by $i_{0}\left[j_{1}\right] i_{1}\left[j_{2}\right] i_{2} \cdots i_{k-1}\left[j_{k}\right] i_{k}$ ( $1 \leq i_{h} \leq r$ and $\left.1 \leq j_{h} \leq c\right)$.

Definition 2.2. Given an $r \times c$ table $X=\left\{x_{i j}\right\}$, a loop is a sequence in which $i_{k}=i_{0}$, i.e. $i_{0}\left[j_{1}\right] i_{1}\left[j_{2}\right] i_{2} \cdots i_{k-1}\left[j_{k}\right] i_{0}$.

From this point onward in the text, when we write a sequence as

$$
i_{0}[\cdot] i_{1} \cdots i_{k-1}[\cdot] i_{k}
$$

it will be understood that it is a sequence for an unspecified set of columns $j_{1}, \ldots, j_{k}$.
In terms of the effect of applying a sequence or a loop to a table $X$, we can understand a sequence or a loop as a succession of operators $i_{h-1}\left[j_{h}\right]$ and $\left[j_{h}\right] i_{h}$ (or as a succession of operators $\left.i_{h-1}\left[j_{h}\right] i_{h}\right), h=1,2, \ldots, k$, applied in a successive manner: each operator is applied to the table obtained by applying the previous one (the first one is applied to $X$ ). For example, applying the sequence $1[2] 2[3] 4$ to a $4 \times 4$ table has the effect of adding 1 in $x_{43}$, subtracting 1 in $x_{23}$, adding 1 in $x_{22}$ and subtracting 1 in $x_{12}$. A sequence applied to $X$ does not alter the column sums, but it alters the $i_{0}$-th and the $i_{k}$-th row sum. However a loop does not alter neither the column sums nor the row sums.

Logically, if one removes pairs of inverse operators from a sequence (or loop) in an appropriate way, one would obtain a new and more reduced sequence (or loop), but one which would have the same effect on $X$ as the previous one. In this sense, we give the following definition:

Definition 2.3. Given an $r \times c$ table $X=\left\{x_{i j}\right\}$, two sequences (or two loops) are equivalent when they have the same effect on $X$.

Thus, we have classes of equivalent sequences (or loops). Within a same class, the difference between two sequences (or two loops) is a set of pairs of inverse operators.

In the same way, we will define the equivalence between a sequence (or loop) and a group of several sequences (or loops), based on the understanding that the sequences (or loops) which compose the group are applied in a successive manner: each sequence (or loop) is applied to the table obtained by applying the previous one.

Because the effect of an operator $[j] i$ on $X$ is to add 1 to $x_{i j}$, and the effect of an operator $i[j]$ is to subtract 1 from $x_{i j}$, and denoting the number of operators $[j] i$ and $i[j]$ in the loop by $n_{i j}$ and $n_{i j}^{\prime}$, respectively, any loop can be represented by means of a table $D=\left\{d_{i j}\right\}$, defined as $d_{i j}=n_{i j}-n_{i j}^{\prime}, i=1, \ldots, r$ and $j=1, \ldots, c$. It is easy to see that a table $D$ defined thus has all its marginal sums equal to 0 . Reciprocally, any table $D=\left\{d_{i j}\right\}$, with $d_{i j}$ being integer numbers and marginal sums equal to 0 , will represent a loop or a group of loops. Moreover, applying a loop to a table $X$ is equivalent to adding the corresponding table $D$ to it, thereby obtaining a new table $X^{\prime}$ with entries $x_{i j}^{\prime}=x_{i j}+d_{i j}$, and with the same marginal sums as $X$. But $X^{\prime}$ is not necessarily an $r \times c$ table, because some of the entries $x_{i j}^{\prime}$ could be negative. If this happens (although we can consider such a loop) we would not consider that table $X^{\prime}$. This is taken into account in Section 3.

Example 2.1. Let us consider the loop 2[1] $3[4] 1[1] 3[2] 4[3] 2$. Applying this loop to a $4 \times 4$ table $X$, we will obtain a new $4 \times 4$ table $X^{\prime}$. Let us see it for some $i$ 's and $j$ 's. For $i=2$ and $j=1$, because there is only one operator $2[1]\left(n^{\prime}{ }_{21}=1\right)$ and no operator [1]2 $\left(n_{21}=0\right)$, $d_{21}=0-1=-1$ and we have to subtract 1 from $x_{21}\left(x^{\prime}{ }_{21}=x_{21}-1\right)$. Likewise, for $i=3$ and $j=1$ there are two operators [1]3 $\left(n_{31}=2\right)$ and no operator $3[1]\left(n^{\prime}{ }_{31}=0\right)$, therefore $d_{31}=2-0=2$ and we have to add 2 to $x_{31}\left(x^{\prime}{ }_{31}=x_{31}+2\right)$. In a similar way for the other $i$ 's and $j$ 's. The complete table $D$ that represent this loop is

| -1 | 0 | 0 | 1 |
| ---: | ---: | ---: | ---: |
| -1 | 0 | 1 | 0 |
| 2 | -1 | 0 | -1 |
| 1 | 1 | -1 | 0 |

and adding this table $D$ to the table $X$ we obtain the table $X^{\prime}$.

If in a sequence (or loop) $B$ we invert the order of the $i_{h}$ 's and also of the $j_{h}$ 's (each operator would be substituted by its inverse one), we will obtain a new sequence (or loop): we will call it inverse of $B$. For example, the sequence inverse of $1[2] 2[3] 4$ is $4[3] 2[2] 1$. Furthermore, if $D=\left\{d_{i j}\right\}$ represents a loop $B$, then $-D=\left\{-d_{i j}\right\}$ will represent the inverse of $B$.

Let us now define a particular type of loop which we will use in the characterization of the MPTs.

Definition 2.4. For $1<k \leq \min (r, c)$, an order $k$ simple loop, is a loop $i_{0}\left[j_{1}\right] i_{1}\left[j_{2}\right] \ldots$ $i_{k-1}\left[j_{k}\right] i_{0}$ in which all the $k$ rows $i_{0}, i_{1}, \ldots, i_{k-1}$ are different and all the $k$ columns $j_{1}, \ldots, j_{k}$ are different. We will call these the $k$ rows and the $k$ columns of the loop.

Observe that such simple loop leaves $r-k$ rows and $c-k$ columns of $X$ unchanged.
In order to distinguish them from the general case, we will write the tables $D$ which represent order $k$ simple loops as $E=\left\{e_{i j}\right\}$. In an order $k$ simple loop, since all of its rows $i_{h}$ (and all of its columns $j_{h}$ ) are different, both $n_{i j}$ and $n_{i j}^{\prime}$ can only be equal to 1 or 0 , and $n_{i j}+n_{i j}^{\prime} \leq 1$. Therefore, the corresponding table $E$ will have all of its entries $e_{i j}$ equal to 0, except for a 1 and a -1 in each of the $k$ rows and in each of the $k$ columns of the loop. Moreover, any table $E$ of this type will represent an order $k$ simple loop. For example, the table

$$
\begin{array}{|rrrrr|}
\hline 0 & -1 & 0 & 1 & 0 \\
-1 & 1 & 0 & 0 & 0 \\
1 & 0 & 0 & -1 & 0 \\
0 & 0 & 0 & 0 & 0 \\
\hline
\end{array}
$$

represents the order 3 simple loop 2[1]3[4]1[2]2.
It is obvious that if one subtracts from a table $D$ (different to any table $E$ ) a table $E$ whose $e_{i j} \neq 0$ have the same sign as the corresponding $d_{i j}$ in $D$, this will result in another type $D$ table (or type $E$ ). Therefore, it is easy to deduce that any table $D$ is the sum of several type $E$ tables, i.e. any loop (represented by $D$ ) can be broken down into a group of simple loops, which together are equivalent to $D$. For example:

$$
\left.\left.\begin{array}{|rrrr}
0 & 0 & 1 & -1 \\
-1 & 3 & -2 & 0 \\
0 & -1 & 0 & 1 \\
1 & -2 & 1 & 0
\end{array}\right] \left.=\begin{array}{|rrrr}
0 & 0 & 0 & 0 \\
-1 & 1 & 0 & 0 \\
0 & 0 & 0 & 0 \\
1 & -1 & 0 & 0
\end{array} \right\rvert\,+\begin{array}{|rrrr}
0 & 0 & 0 & 0 \\
0 & 1 & -1 & 0 \\
0 & 0 & 0 & 0 \\
0 & -1 & 1 & 0
\end{array}\right] \left.+\begin{array}{|rrrr|}
\hline 0 & 0 & 1 & -1 \\
0 & 1 & -1 & 0 \\
0 & -1 & 0 & 1 \\
0 & 0 & 0 & 0
\end{array} \right\rvert\,
$$

The loop represented by the table $D$ on the left-hand side is broken down into the (equivalent) group of three simple loops on the right-hand side (the first and the second are order 2 and the third order 3 ).

Finally, for any $r \times c$ table $X=\left\{x_{i j}\right\}$ and for any loop, from this point onward we will use expressions of the type

$$
\begin{equation*}
Q=\prod_{j \in J} \frac{x_{b j}+1}{x_{a j}} \tag{2.1}
\end{equation*}
$$

where $J$ represents the set of columns $j$ 's (which are not necessarily all different) corresponding to the $[j]$ 's of the operators $a[j] b$ in the loop, and $a$ and $b$ are the rows of these operators. In this type of expression, a one-to-one relation between the terms of the product and the set of operators $a[j] b$ of the loop is established. For example, for the loop 2[1]4[5]1[3]2

$$
Q=\frac{x_{41}+1}{x_{21}} \cdot \frac{x_{15}+1}{x_{45}} \cdot \frac{x_{23}+1}{x_{13}}
$$

## 3. CHARACTERIZATION OF THE MAXIMUM PROBABILITY $r \times c$ TABLES

The simple loops defined in the previous section are used in the following result to characterize the MPTs.

Theorem 3.1. The necessary and sufficient condition for $X=\left\{x_{i j}\right\} \in \mathcal{F}$ to be an MPT is that

$$
\begin{equation*}
\prod_{j \in J} \frac{x_{b j}+1}{x_{a j}} \geq 1 \tag{3.1}
\end{equation*}
$$

for every order $k$ simple loop $E=\left\{e_{i j}\right\}$ and every $k, 1<k \leq \min (r, c)$, where $J$ is the set of the $k$ columns of the loop, and for each $j \in J, b$ and $a$ are the rows such that $e_{b j}=1$ and $e_{a j}=-1$.

Proof: Let $X$ be an MPT, and let us consider $X^{\prime}=X+E$, for any order $k$ simple loop $E$, $1<k \leq \min (r, c)$. All of the elements of $X$ and $X^{\prime}$ will be identical, except $x_{b j}^{\prime}=x_{b j}+1$ and $x_{a j}^{\prime}=x_{a j}-1$ for $j \in J$, and $a, b$ and $J$ previously defined. Firstly, if $E$ is an order $k$ simple loop such that $x_{a j}^{\prime}$ is a negative integer (for some $a$ and $j$ ), that is, $X^{\prime}$ is not an $r \times c$ table, then $x_{a j}=0$ and, hence, the condition (3.1) is fulfilled for that $E$. Secondly, if (on the contrary) $E$ is such that $X^{\prime}$ is an $r \times c$ table ( $X^{\prime} \in \mathcal{F}$ ), then from expression (1.1), and because $\mathrm{P}(X) \geq \mathrm{P}\left(X^{\prime}\right)$, we obtain

$$
\frac{\mathrm{P}(X)}{\mathrm{P}\left(X^{\prime}\right)}=\prod_{j \in J} \frac{\left(x_{b j}+1\right)!\left(x_{a j}-1\right)!}{x_{b j}!x_{a j}!}=\prod_{j \in J} \frac{x_{b j}+1}{x_{a j}} \geq 1
$$

Therefore, for an MPT, (3.1) is fulfilled for all $E$ of order $k$.
In order to prove the sufficient condition one must note, in the first place, that if an $r \times c$ table fulfils (3.1) for every simple loop, it will fulfil said expression for an order $k$ simple loop $E$, and also for the inverse loop $-E$ (which is also an order $k$ simple loop). For this reason

$$
\begin{equation*}
\prod_{j \in J} \frac{x_{a j}+1}{x_{b j}} \geq 1 \tag{3.2}
\end{equation*}
$$

will also be fulfilled with $a, b$ and $J$ defined for $E$ as in the formulation of the theorem. Thus, for each $E$, (3.1) and (3.2) will be fulfilled. The proof of the sufficient condition in the case that there is only one $r \times c$ table of $\mathcal{F}$ fulfilling (3.1) is trivial. Therefore, we will assume that there is more than one. Let $X \in \mathcal{F}$ be an MPT which will obviously fulfil (3.1). It will be necessary to prove that for any $X^{\prime} \in \mathcal{F}$ satisfying (3.1) for all order $k$ simple loops, $\mathrm{P}\left(X^{\prime}\right)=\mathrm{P}(X)$ must be fulfilled.

It is clear that $X^{\prime}$ can always be written as $X^{\prime}=X+D$, when $D$ is a table representing a loop (or group of loops), which can be broken down into a group of tables $E$ 's (simple loops). According to this type of decomposition (as we have seen in the previous section), for any of these $E$ 's, considering $j \in J, a$ and $b$ defined as before, the signs of $e_{a j}$ and $e_{b j}$ should be
the same as those of their corresponding $d_{a j}$ and $d_{b j}$ in table $D$. Moreover, because $X^{\prime}$ fulfils (3.1) and (3.2) for any of these $E$ 's, we can write

$$
\begin{equation*}
\prod_{j \in J} \frac{x_{b j}^{\prime}}{x_{a j}^{\prime}+1}=\prod_{j \in J} \frac{x_{b j}+d_{b j}}{x_{a j}+d_{a j}+1} \leq 1 \tag{3.3}
\end{equation*}
$$

for each $E$, and because $X$ also fulfils (3.1), we have that

$$
\begin{equation*}
\prod_{j \in J} \frac{x_{b j}+1}{x_{a j}} \geq 1 \tag{3.4}
\end{equation*}
$$

for each $E$. From this expression, and because the $d_{b j}$ 's are positive and the $d_{a j}$ 's are negative,

$$
\begin{equation*}
Q^{\prime}=\prod_{j \in J} \frac{x_{b j}+d_{b j}}{x_{a j}+d_{a j}+1} \geq 1 \tag{3.5}
\end{equation*}
$$

will be fulfilled. Moreover, if any $d_{b j}>1$ or any $\left|d_{a j}\right|>1$ we will obtain $Q^{\prime}>1$, which would contradict (3.3). Hence $d_{b j}=1$ and $d_{a j}=-1$, and from (3.3) and (3.5) we obtain

$$
\begin{equation*}
\prod_{j \in J} \frac{x_{b j}+1}{x_{a j}}=1 \tag{3.6}
\end{equation*}
$$

Since the above is valid for any of the $E$ 's in which $D$ is broken down, on the one hand we will obtain $\left|d_{h l}\right| \leq 1$ for all $h$ and $l$, hence for every $d_{h l} \neq 0$ there will be one and only one of the loops $E$ 's such that $e_{h l}=d_{h l}$. On the other hand, considering the expression (3.6) for all the $E$ 's in which $D$ has been broken down, we will obtain

$$
\begin{equation*}
\frac{\prod_{h l \in D+}\left(x_{h l}+1\right)}{\prod_{h l \in D-} x_{h l}}=1 \tag{3.7}
\end{equation*}
$$

where $D+$ and $D$ - are the sets of subindices $h l$ such that $d_{h l}=1$ and $d_{h l}=-1$, respectively. Finally, from (1.1)

$$
\frac{\mathrm{P}(X)}{\mathrm{P}\left(X^{\prime}\right)}=\frac{\prod_{h l \in D+}\left(x_{h l}+1\right)!\prod_{h l \in D-}\left(x_{h l}-1\right)!}{\prod_{h l \in D+} x_{h l}!\prod_{h l \in D-} x_{h l}!}=\frac{\prod_{h l \in D+}\left(x_{h l}+1\right)}{\prod_{h l \in D-} x_{h l}}
$$

is obtained, and from (3.7) we will obtain $\mathrm{P}\left(X^{\prime}\right)=\mathrm{P}(X)$.

From this theorem, and from what has been said in the proof, the two following results are easily deduced:

Theorem 3.2. If $X$ is an MPT and $E$ an order $k$ simple loop for which

$$
\begin{equation*}
\prod_{j \in J} \frac{x_{b j}+1}{x_{a j}}=1 \tag{3.8}
\end{equation*}
$$

holds, where $J, a$ and $b$ are defined as in Theorem 3.1, then $X^{\prime}=X+E$ is also an MPT.

Theorem 3.3. If two tables, $X$ and $X^{\prime}$, belonging to $\mathcal{F}$ are MPTs, then the difference between both tables is one or several simple loops, such that (3.8) holds for $X$ and for each of these simple loops. Moreover the following always holds

$$
\left|x_{h l}^{\prime}-x_{h l}\right| \leq 1, \quad \forall h, l .
$$

Finally, the following result extends expression (3.1) to any loop.

Theorem 3.4. Given the expression $Q$ defined in (2.1), if $X$ is an MPT, for any loop the following always holds

$$
\begin{equation*}
Q=\prod_{j \in J} \frac{x_{b j}+1}{x_{a j}} \geq 1 \tag{3.9}
\end{equation*}
$$

where $J$ is the set of columns $j$ 's corresponding to the $[j]$ 's of the loop, and $a[j] b$ are the operators that compose the loop.

Proof: From Theorem 3.1, for simple loops it is obvious that (3.9) is fulfilled. In the case of non-simple loops, if the loop is represented by a table $D$, it can be decomposed into a set of $n$ simple loops. Representing the expression (2.1) for the simple loop $h(1 \leq h \leq n)$ by $Q_{h}$, we will obtain that

$$
Q=\prod_{h=1}^{n} Q_{h}
$$

and because $Q_{h} \geq 1$ for all $h$ (from Theorem 3.1), we obtain $Q \geq 1$. Finally, if the loop is not represented explicitly by any type $D$ table, there will always be an equivalent loop represented by a table $D$, and the difference between both loops will only be a set of pairs of inverse operators. Without loss of generality, let us suppose that the difference is the pair $a[b],[b] a$. Then, according to what was said when defining expression (2.1), and decomposing (as before) the loop $D$ into $n$ simple loops, we will obtain

$$
Q=\frac{x_{a b}+1}{x_{a b}} \prod_{h=1}^{n} Q_{h}>1 .
$$

Therefore, to sum up, (3.9) is fulfilled for every loop.

## 4. A PARTICULAR TYPE OF TABLES: THE $U$ TABLES

We will now proceed to define and study a type of tables ( $U$ tables) that is particularly important in a new characterization of the MPTs.

Definition 4.1. A $U$ table is a table $\left\{u_{i j}\right\}$ with $r$ rows and $c$ columns $(1 \leq i \leq r$ and $1 \leq j \leq c)$, in which $u_{i j}$ are strictly positive real values ( $u_{i j}>0$ ) and such that, for a given set of values $r_{h}, 1 \leq h<r, u_{h+1, j}=r_{h} u_{h j}$ for all $j$.

Given this definition, from this point onward $r_{h}=u_{h+1, j} / u_{h j}$ will represent the ratio between the consecutive rows $h$ and $h+1$ of the $U$ table. On the other hand, it is obvious that for any two rows $h$ and $i$, the ratio $r_{h i}=u_{i j} / u_{h j}$ is constant for all $j$, and $r_{i h}=1 / r_{h i}$. In particular, $r_{h, h+1}=r_{h}$. Moreover, for $h<i, r_{h i}$ coincides with the product of the ratios between consecutive rows from row $h$ to row $i$, i.e., $r_{h i}=r_{h} r_{h+1} \cdots r_{i-1}$. So we will also denote this product by $r_{h i}$. For example, $r_{14}=r_{1} r_{2} r_{3}$. Furthermore, it will always be understood that $r_{h h}=1$.

Let us consider some properties of this type of table, the proofs for which are very straightforward.

Property 4.1. If any row or column of a $U$ table is multiplied by a constant, or the rows (or columns) of a $U$ table are interchanged, another $U$ table is obtained.

Property 4.2. For any two rows $h$ and $i$ of a $U$ table, $r_{h i}=1 / r_{i h}$ is always fulfilled. Moreover, given the rows $h, s$ and $i(h \leq s \leq i)$ of a $U$ table, $r_{h i}=r_{h s} r_{s i}$ will always hold.

Property 4.3. In a $U$ table $\left\{u_{i j}\right\}$ the following always holds:

$$
\prod_{j \in J} \frac{u_{b j}}{u_{a j}}=1
$$

for every order $k$ simple loop $E=\left\{e_{i j}\right\}$, and every $k, 1<k \leq \min (r, c)$, where $J$ is the set of the $k$ columns of the loop, and for each $j \in J, b$ and $a$ are the rows such that $e_{b j}=1$ and $e_{a j}=-1$.

The following are two examples of $U$ tables.
Example 4.1. A table $\left\{u_{i j}\right\}$ in which all the elements in each row are equal (that is, $u_{i j}=A_{i}>0$ for all $j$ ) is a $U$ table.

Example 4.2. Given an $r \times c$ table, with marginal sums $\left\{R_{i}\right\}$ and $\left\{C_{j}\right\}$, the table of expected frequencies $\left\{E_{i j}\right\}$, defined as $E_{i j}=R_{i} C_{j} / N$, is a $U$ table. In this case, the ratios between the rows are $r_{h i}=R_{i} / R_{h}$. It would also be a $U$ table if $R_{i}$ and $C_{j}$ were strictly positive real values.

The following definition establishes a link between the $U$ tables and the $r \times c$ tables.

Definition 4.2. We say that a $U$ table $\left\{u_{i j}\right\}$ is associated with an $r \times c$ table $X=\left\{x_{i j}\right\}$ if the following holds

$$
\begin{equation*}
0 \leq u_{i j}-x_{i j} \leq 1, \quad \forall i, j, \quad 1 \leq i \leq r, \quad 1 \leq j \leq c . \tag{4.1}
\end{equation*}
$$

From this definition and from the definition of $U$ tables, it is easy to deduce that the $U$ table associated with an $r \times c$ table, if it exists, is not necessarily unique (and generally it is not so).

Given an $r \times c$ table $X=\left\{x_{i j}\right\}$, is there always a $U$ table $\left\{u_{i j}\right\}$ associated with it? In order for such a $U$ table to exist, $u_{i j}=x_{i j}+\varepsilon_{i j}$ would have to be fulfilled for all $i$ and $j$, with $0 \leq \varepsilon_{i j} \leq 1$. Now, because the ratios between the rows in the $U$ table would be

$$
r_{h i}=u_{i j} / u_{h j}=\left(x_{i j}+\varepsilon_{i j}\right) /\left(x_{h j}+\varepsilon_{h j}\right), \quad \forall j,
$$

and so, for a given $j$, the minimum and the maximum value for $r_{h i}$ would be $x_{i j} /\left(x_{h j}+1\right)$ and $\left(x_{i j}+1\right) / x_{h j}$, respectively, then, $r_{h i}$ should fulfil

$$
m_{h i}^{o} \leq r_{h i} \leq M_{h i}^{o},
$$

where

$$
m_{h i}^{\mathrm{o}}=\max _{j}\left\{x_{i j} /\left(x_{h j}+1\right)\right\} \quad \text { and } \quad M_{h i}^{\mathrm{o}}=\min _{j}\left\{\left(x_{i j}+1\right) / x_{h j}\right\} .
$$

In the particular case of consecutive rows (i.e., $i=h+1$ ), the limits for the ratios $r_{h}$ would be

$$
\begin{equation*}
m_{h, h+1}^{\mathrm{o}} \leq r_{h} \leq M_{h, h+1}^{\mathrm{o}}, \quad 1 \leq h<r . \tag{4.2}
\end{equation*}
$$

Moreover, because $r_{h i}=r_{h} r_{h+1} \cdots r_{i-1}$, the limits for the products of ratios $r_{h i}$ should likewise be

$$
\begin{equation*}
m_{h i}^{\circ} \leq r_{h i} \leq M_{h i}^{\circ}, \quad 1 \leq h<i-1<r . \tag{4.3}
\end{equation*}
$$

Therefore, in principle, in order for the said $U$ table to exist, there must be a set of ratios $r_{h}$ that fulfil (4.2) and whose products $r_{h i}$ fulfil (4.3).

Remark 4.1. If $X=\left\{x_{i j}\right\}$ is an MPT, applying expression (3.1) to all order 2 simple loops, we obtain $x_{i j^{\prime}} /\left(x_{h j^{\prime}}+1\right) \leq\left(x_{i j}+1\right) / x_{h j}$ for all $h, i, j$ and $j^{\prime}$. Hence the following will always be fulfilled

$$
m_{h i}^{\circ} \leq M_{h i}^{\circ}, \quad \forall h, i, \quad 1 \leq h<i \leq r .
$$

Remark 4.2. For any two rows $h$ and $i$, and from the definition of the limits $m_{h i}^{o}$ and $M_{h i}^{\circ}$, we easily obtain that

$$
M_{h i}^{\mathrm{o}}=1 / m_{i h}^{\mathrm{o}} .
$$

We can use this expression to obtain $m_{p q}^{\circ}$ and $M_{p q}^{\circ}$ for $p>q$.
We will call these limits $m_{h, h+1}^{\mathrm{o}}, M_{h, h+1}^{\mathrm{o}}, m_{h i}^{\mathrm{o}}$ and $M_{h i}^{\mathrm{o}}$ (for each ratio $r_{h}$ and each product $r_{h i}$ ) initial limits and, in general, we will refer to them (without specifying the subindices) as limits $m^{\circ}$ 's and limits $M^{\circ}$ 's.

Example 4.3. In order for there to be a $U$ table associated with the $3 \times 3$ table

| 16 | 10 | 6 |
| ---: | ---: | ---: |
| 11 | 7 | 5 |
| 5 | 2 | 2 |

there must be a set of ratios, $r_{1}$ and $r_{2}$, that fulfils (4.2) and whose product $r_{13}=r_{1} r_{2}$ fulfils (4.3). In this case, the initial limits are: $0.714 \leq r_{1} \leq 0.750,0.417 \leq r_{2} \leq 0.429$ and
$0.294 \leq r_{13} \leq 0.300$. In principle, we can take appropriate values of $r_{1}$ and $r_{2}$ in order to construct an associated $U$ table.

If there are appropriate values of $r_{h}$ such that (4.2) and (4.3) are fulfilled, and considering the initial limits $m^{\circ}$ 's and $M^{\circ}$ 's as the current limits for $r_{h}$ and $r_{h i}$, they can be redefined (in the sense that we will show below) given the limits of the other products and ratios, thus obtaining new and more accurate limits for $r_{h}$ and $r_{h i}$. In general we will denote these new limits as $m_{h i}$ and $M_{h i}$.

For example, in $3 \times c$ tables, for the product $r_{13}$, because $r_{13}=r_{1} r_{2}$, the restriction $m_{12}^{\mathrm{o}} m_{23}^{\mathrm{o}} \leq r_{13} \leq M_{12}^{\mathrm{o}} M_{23}^{\mathrm{o}}$ must also be fulfilled, which means $r_{13}$ should fulfil $m_{13} \leq r_{13} \leq$ $M_{13}$, and the new limits will be

$$
m_{13}=\max \left\{m_{13}^{\mathrm{o}}, m_{12}^{\mathrm{o}} m_{23}^{\mathrm{o}}\right\} \quad \text { and } \quad M_{13}=\min \left\{M_{13}^{\mathrm{o}}, M_{12}^{\mathrm{o}} M_{23}^{\mathrm{o}}\right\} .
$$

Likewise, for the ratio $r_{1}$, because $r_{1}=r_{13} / r_{2}$, the restriction $m_{13}^{\mathrm{o}} m_{32}^{\mathrm{o}} \leq r_{1} \leq M_{13}^{\mathrm{o}} M_{32}^{\mathrm{o}}$ must also be fulfilled, and the new limits for $r_{1}$ will be

$$
m_{12}=\max \left\{m_{12}^{\mathrm{o}}, m_{13}^{\mathrm{o}} m_{32}^{\mathrm{o}}\right\} \quad \text { and } \quad M_{12}=\min \left\{M_{12}^{\mathrm{o}}, M_{13}^{\mathrm{o}} M_{32}^{\mathrm{o}}\right\} .
$$

In a similar way, the new limits for $r_{2}$ are

$$
m_{23}=\max \left\{m_{23}^{\mathrm{o}}, m_{21}^{\mathrm{o}} m_{13}^{\mathrm{o}}\right\} \quad \text { and } \quad M_{23}=\min \left\{M_{23}^{\mathrm{o}}, M_{21}^{\mathrm{o}} M_{13}^{\mathrm{o}}\right\} .
$$

Example 4.3 revisited. Starting from the previously calculated initial limits in Example 4.3, we calculate the new limits at the second stage as indicated in the previous paragraph, and we obtain

$$
0.298 \leq r_{13} \leq 0.300, \quad 0.714 \leq r_{1} \leq 0.720 \quad \text { and } \quad 0.417 \leq r_{2} \leq 0.420
$$

In $4 \times c$ tables, for the product $r_{13}$, because from Property $4.2 r_{13}=r_{1} r_{2}$ and $r_{13}=$ $r_{14} / r_{3}$, the restrictions $m_{12}^{\mathrm{o}} m_{23}^{\mathrm{o}} \leq r_{13} \leq M_{12}^{\mathrm{o}} M_{23}^{\mathrm{o}}$ and $m_{14}^{\mathrm{o}} m_{43}^{\mathrm{o}} \leq r_{13} \leq M_{14}^{\mathrm{o}} M_{43}^{\mathrm{o}}$ must also be fulfilled, which means $r_{13}$ has to fulfil $m_{13} \leq r_{13} \leq M_{13}$, and the new limits will be:

$$
m_{13}=\max \left\{m_{13}^{\mathrm{o}}, m_{12}^{\mathrm{o}} m_{23}^{\mathrm{o}}, m_{14}^{\mathrm{o}} m_{43}^{\mathrm{o}}\right\}
$$

and

$$
M_{13}=\min \left\{M_{13}^{\mathrm{o}}, M_{12}^{\mathrm{o}} M_{23}^{\mathrm{o}}, M_{14}^{\mathrm{o}} M_{43}^{\mathrm{o}}\right\} .
$$

Likewise, for the ratio $r_{2}$, because $r_{2}=r_{13} / r_{1}, r_{2}=r_{24} / r_{3}$ and $r_{2}=r_{14} /\left(r_{1} r_{3}\right)$, the following restrictions must be fulfilled:

$$
\begin{aligned}
m_{21}^{\mathrm{o}} m_{13}^{\mathrm{o}} & \leq r_{2} \leq M_{21}^{\mathrm{o}} M_{13}^{\mathrm{o}}, \\
m_{24}^{\mathrm{o}} m_{43}^{\mathrm{o}} & \leq r_{2} \leq M_{24}^{\mathrm{o}} M_{43}^{\mathrm{o}}, \\
m_{21}^{\mathrm{o}} m_{14}^{\mathrm{o}} m_{43}^{\mathrm{o}} & \leq r_{2} \leq M_{21}^{\mathrm{o}} M_{14}^{\mathrm{o}} M_{43}^{\mathrm{o}} .
\end{aligned}
$$

Thus $r_{2}$ must fulfil that $m_{23} \leq r_{2} \leq M_{23}$, and the new limits will be:

$$
\begin{aligned}
& m_{23}=\max \left\{m_{23}^{\mathrm{o}}, m_{21}^{\mathrm{o}} m_{13}^{\mathrm{o}}, m_{24}^{\mathrm{o}} m_{43}^{\mathrm{o}}, m_{21}^{\mathrm{o}} m_{14}^{\mathrm{o}} m_{43}^{\mathrm{o}}\right\} \\
& M_{23}=\min \left\{M_{23}^{\mathrm{o}}, M_{21}^{\mathrm{o}} M_{13}^{\mathrm{o}}, M_{24}^{\mathrm{o}} M_{43}^{\mathrm{o}}, M_{21}^{\mathrm{o}} M_{14}^{\mathrm{o}} M_{43}^{\mathrm{o}}\right\}
\end{aligned}
$$

In a similar way for $r_{1}, r_{3}, r_{14}$ and $r_{24}$.

Remark 4.3. It is evident that the new limits will fulfil $m_{h i}^{0} \leq m_{h i}$ and $M_{h i} \leq M_{h i}^{o}$, and if $m_{h i} \leq M_{h i}$, the new intervals ( $m_{h i}, M_{h i}$ ) will be contained in the corresponding initial (current) intervals ( $m_{h i}^{\mathrm{o}}, M_{h i}^{\mathrm{o}}$ ), both for the ratios $r_{h}$ and for the products $r_{h i}$.

Remark 4.4. For any two rows $h$ and $i$, from Remark 4.2 and from the definition of the new limits, we easily obtain that $M_{h i}=1 / m_{i h}$.

Now, taking the limits $m_{h i}$ and $M_{h i}$ as the current limits for the ratios and products, we can recalculate the limits in the same sense as before, obtaining new limits (for the ratios and products) which we will also denote as $m_{h i}$ and $M_{h i}$. Thus we will have a recursive process, where, at each stage, the newly calculated limits will have the same property as the current limits. At each stage, we always obtain the new limits $m_{h i}$ and $M_{h i}$ for $h<i$, and we can use Remark 4.4 for $h>i$. In general, and at any stage of the process, we will refer to these limits (without specifying the subindices) as limits $m$ 's and limits $M$ 's.

In this process, because from Property 4.2, $r_{h i}=r_{h s} r_{s i}, 1 \leq h<s<i \leq r$, and $r_{h i}=$ $r_{h^{\prime} i^{\prime}} /\left(r_{h^{\prime} h} r_{i i^{\prime}}\right), 1 \leq h^{\prime} \leq h<i \leq i^{\prime} \leq r$, it is easy to see that the general expressions of the new limits, $m_{h i}$ and $M_{h i}$, for $r_{h i}(1 \leq h<i \leq r)$ in terms of the current limits can be written as:

$$
\begin{align*}
& m_{h i}=\max _{i^{\prime}, h^{\prime}, s}\left\{m_{h s} m_{s i}, h<s<i ; m_{h h^{\prime}} m_{h^{\prime} i^{\prime}} m_{i^{\prime} i}, 1 \leq h^{\prime} \leq h<i \leq i^{\prime} \leq r\right\}  \tag{4.4}\\
& M_{h i}=\min _{i^{\prime}, h^{\prime}, s}\left\{M_{h s} M_{s i}, h<s<i ; M_{h h^{\prime}} M_{h^{\prime} i^{\prime}} M_{i^{\prime} i}, 1 \leq h^{\prime} \leq h<i \leq i^{\prime} \leq r\right\} \tag{4.5}
\end{align*}
$$

where the terms on the right-hand side of the expressions correspond to the current limits of the ratios and products (these will coincide with the initial limits $m^{\circ}$ 's and $M^{\circ}$ 's in the first stage of the process), and where we understand that $m_{q q}=M_{q q}=1$.

In particular, taking $i=h+1$ in (4.4) and (4.5) we will obtain the limits for the ratios $r_{h}$ :

$$
\begin{align*}
m_{h, h+1} & =\max _{i^{\prime}, h^{\prime}}\left\{m_{h h^{\prime}} m_{h^{\prime} i^{\prime}} m_{i^{\prime}, h+1}, 1 \leq h^{\prime} \leq h<i^{\prime} \leq r\right\},  \tag{4.6}\\
M_{h, h+1} & =\min _{i^{\prime}, h^{\prime}}\left\{M_{h h^{\prime}} M_{h^{\prime} i^{\prime}} M_{i^{\prime}, h+1}, 1 \leq h^{\prime} \leq h<i^{\prime} \leq r\right\} . \tag{4.7}
\end{align*}
$$

If all the intervals ( $m_{h i}, M_{h i}$ ) are not empty ( $m_{h i} \leq M_{h i}$ ) (this we will see in Section 5), and because the new intervals ( $m_{h i}, M_{h i}$ ) are contained in the corresponding current intervals, the process will converge and we will be able to obtain final limits for the ratios and products, and we will continue to represent these by $m_{h i}$ and $M_{h i}$.

Example 4.3 revisited. For the $3 \times 3$ table of Example 4.3, given the second stage limits, the new limits obtained at the third stage are the same limits as at the second stage. Therefore, the final limits are

$$
0.298 \leq r_{13} \leq 0.300, \quad 0.714 \leq r_{1} \leq 0.720 \quad \text { and } \quad 0.417 \leq r_{2} \leq 0.420
$$

Once the final limits have been obtained, we can answer the question posed previously more precisely. Given an $r \times c$ table $X$, in order for there to be a $U$ table associated with it, there
must be a set of ratios $r_{h}$ that fulfils (4.2) and whose products $r_{h i}$ fulfil (4.3), but taking (in these expressions) the final limits $m_{h i}$ and $M_{h i}$ instead of the initial ones. In greater detail, and taking $r_{h}$ successively, there must be: first, a value $r_{1}$ such that $m_{12} \leq r_{1} \leq M_{12}$; second, a value $r_{2}$ such that $m_{23} \leq r_{2} \leq M_{23}$ and with the product $r_{1} r_{2}=r_{13}$ such that $m_{13} \leq r_{1} r_{2} \leq M_{13}$, i.e. a value $r_{2}$ such that

$$
\max \left\{m_{23}, m_{13} / r_{1}\right\} \leq r_{2} \leq \min \left\{M_{23}, M_{13} / r_{1}\right\}
$$

and so on. Moreover, the associated $U$ table $\left\{u_{i j}\right\}$ would be of the form: $u_{1 j}=x_{1 j}+\varepsilon_{1 j}$ $\left(0 \leq \varepsilon_{1 j} \leq 1\right)$ and $u_{i j}=u_{1 j} r_{1 i}, 1<i \leq r, 1 \leq j \leq c$.

We can express all this in general form by saying that, given an $r \times c$ table $X$, in order for there to be a $U$ table associated with $X$, it must be possible to take successively a set of ratios $r_{h}, h=1,2, \ldots, r-1$, such that

$$
\begin{equation*}
\max _{1 \leq s \leq h}\left\{m_{s, h+1} / r_{s h}\right\} \leq r_{h} \leq \min _{1 \leq s \leq h}\left\{M_{s, h+1} / r_{s h}\right\} \tag{4.8}
\end{equation*}
$$

(in which $r_{s h}=r_{s} r_{s+1} \cdots r_{h-1}$ and we understand that $r_{h h}=1$ ) and a set of $\varepsilon_{1 j}(1 \leq j \leq c$ ) (for the first row of the $U$ table) such that (4.1) is fulfilled.

Further on in this paper, we will see that an associated $U$ table exists for the MPTs, and only for these.

Example 4.3 revisited. Given the final limits we have calculated in this example, in order to obtain a $U$ table associated with the $3 \times 3$ table, we can take $r_{1}=0.716$ (for example). In this case, from (4.8) we have to take a value $r_{2}$ such that $0.417 \leq r_{2} \leq 0.419$ : it may be $r_{2}=0.418$. With these ratios, and taking appropriate values for $\varepsilon_{1 j}$, for example, $\varepsilon_{11}=0.74$, $\varepsilon_{12}=0.02$ and $\varepsilon_{13}=0.99$ (we will see how to take these values in Section 5 ) we obtain the associated $U$ table

| $16+0.74$ | $10+0.02$ | $6+0.99$ |
| :---: | :---: | :---: |
| $16.74 \cdot 0.716$ | $10.02 \cdot 0.716$ | $6.99 \cdot 0.716$ |
| $16.74 \cdot 0.716 \cdot 0.418$ | $10.02 \cdot 0.716 \cdot 0.418$ | $6.99 \cdot 0.716 \cdot 0.418$ | | 16.74 | 10.02 | 6.99 |
| :---: | :---: | :---: |
| 11.98 | 1.174 | 5.005 |
| 5.010 | 2.999 | 2.092 |

## 5. CHARACTERIZATION OF THE MPTs IN TERMS OF THE $\boldsymbol{U}$ TABLES

In order to characterize the MPTs in terms of the $U$ tables we will use products of limits $M$ 's, $m$ 's, $M^{\circ}$ 's and $m^{\circ}$ 's (which we will denote by $\Pi M, \Pi m, \Pi M^{\circ}$ and $\Pi m^{\mathrm{o}}$, respectively), the subindices of which are chained in the sense that we are going to define.

Definition 5.1. We will say that $\Pi M$ is a product whose subindices are chained if it can be written as $M_{i_{0} i_{1}} M_{i_{1} i_{2}} \cdots M_{i_{h-1} i_{h}}$. When $i_{h}=i_{0}$ we will say that the subindices of the product are circularly chained. We will say the same for products $\Pi m, \Pi M^{\circ}$ and $\Pi m^{\circ}$.

From this definition we see that the chained subindices of a product

$$
M_{i_{0} i_{1}} M_{i_{1} i_{2}} \cdots M_{i_{h-1} i_{h}}
$$

form a sequence $i_{0}[\cdot] i_{1}[\cdot] i_{2} \cdots i_{h-1}[\cdot] i_{h}$ (without specifying the columns), and if $i_{h}=i_{0}$ they would form a loop. Let us give some examples. The subindices of the product $M_{23} M_{35} M_{54}$ are chained, and they form the sequence $2[\cdot] 3[\cdot] 5[\cdot] 4$. The subindices of the product $m_{13} m_{34} m_{42} m_{21}$ are circularly chained, and they form the loop $1[\cdot] 3[\cdot] 4[\cdot] 2[\cdot] 1$. Logically there will be some products whose subindices are not chained, e.g. $M_{12} M_{34}$.

We will now provide a result about products of terms $M$ 's, which we will use in the characterization of the MPTs in terms of the $U$ tables.

Theorem 5.1. Given an MPT $X=\left\{x_{i j}\right\}$, for a product of terms $M$ 's ( $\Pi M$ ) whose subindices are circularly chained, the following will always hold

$$
\begin{equation*}
\Pi M \geq 1 \tag{5.1}
\end{equation*}
$$

Proof: As we have seen previously, the terms $M$ 's and $m$ 's are obtained by a recursive process from the $M$ 's and $m$ 's of the previous step. Specifically, from (4.5), $M_{h i}$ is either a product $M_{h s} M_{s i}$ or a product $M_{h h^{\prime}} M_{h^{\prime} i^{\prime}} M_{i^{\prime} i}$ of terms of the previous step, whose subindices (in both cases) are chained, and they form a sequence beginning in row $h$ and ending in row $i$. Now, by going back one step in the recursive process, the same can be applied to each of these $M_{h s}, M_{s i}, M_{h h^{\prime}}, \ldots$. In this way, by going back to the initial step in the process, we will obtain that $M_{h i}$ can always be written as a product of terms $M^{\circ}$ 's whose subindices are chained, and they form a sequence beginning in row $h$ and ending in row $i$.

Thus, and in accordance with what has just been said, the product on the left-hand side of (5.1), whose subindices are circularly chained, can always be expressed as a product $\Pi M^{\circ}$ whose subindices are circularly chained. Therefore, in order to demonstrate the theorem we will have to prove that $\Pi M^{0} \geq 1$ whenever the subindices of the product are circularly chained, and they form a loop. Let the product be

$$
\Pi M^{\mathrm{o}}=M_{i_{0} i_{1}}^{\mathrm{o}} M_{i_{1} i_{2}}^{\mathrm{o}} \cdots M_{i_{s-1} i_{0}}^{\mathrm{o}}
$$

which, according to the definition of the terms $M^{0}$ 's, can be written as

$$
\Pi M^{\mathrm{o}}=\prod_{h=1}^{s} \frac{x_{i_{h} j_{h}}+1}{x_{i_{h-1} j_{h}}}
$$

where $j_{1}, j_{2}, \ldots, j_{s}$ are columns that correspond to the terms $M^{\mathrm{o}}$ 's of the product, and where $i_{s}=i_{0}$. Then, if $j_{1}=j_{2}=\cdots=j_{s}$ it is evident that $\Pi M^{\mathrm{o}}>1$. Otherwise, we can consider the loop $i_{0}\left[j_{1}\right] i_{1}\left[j_{2}\right] i_{2} \cdots i_{s-1}\left[j_{s}\right] i_{0}$, which is determined by the subindices of the product, and from the expression (3.9) of the Theorem 3.4 one will obtain $\Pi M^{\circ} \geq 1$.

The following result characterizes the MPTs in terms of the $U$ tables.

Theorem 5.2. An $r \times c$ table $X=\left\{x_{i j}\right\}$ is an MPT if, and only if, a $U$ table $\left\{u_{i j}\right\}$ exists associated with it.

Proof: Let $\left\{u_{i j}\right\}$ be a $U$ table associated with $X$. From the Property 4.3,

$$
\prod_{j \in J} \frac{u_{b j}}{u_{a j}}=1
$$

for every order $k$ simple loop, $1<k \leq \min (r, c)$, and $J, a$ and $b$ defined as in the said property. In addition, from (4.1) we will obtain

$$
x_{a j} \leq u_{a j}, \quad x_{b j} \leq u_{b j} \quad \text { and } \quad x_{b j}+1 \geq u_{b j}
$$

Hence, for every order $k$ simple loop, $1<k \leq \min (r, c)$,

$$
1=\prod_{j \in J} \frac{u_{b j}}{u_{a j}} \leq \prod_{j \in J} \frac{x_{b j}+1}{x_{a j}}
$$

and, therefore, $X$ fulfils the condition of Theorem 3.1 and will be an MPT.
It remains to be demonstrated that if $X$ is an MPT, there will always be a $U$ table associated with it. For this purpose, and in accordance with what was said previously in Section 4, on the one hand we must demonstrate that there will always be a set of ratios $r_{h}$, $1 \leq h<r$, which fulfil (4.8).

Firstly, in order to demonstrate that we can always take at least one value for each of the ratios $r_{h}, 1 \leq h<r$, within the respective intervals $\left(m_{h, h+1}, M_{h, h+1}\right)$, which would be true if $m_{h i} \leq M_{h i}$ for $h<i$, it will be sufficient to prove that any of the expressions which appear on the right-hand side of (4.4) is less than or equal to any of those on the right-hand side of (4.5), i.e.

$$
\begin{aligned}
M_{h s^{\prime}} M_{s^{\prime} i} /\left(m_{h s} m_{s i}\right) & =M_{h s^{\prime}} M_{s^{\prime} i} M_{i s} M_{s h} \geq 1 \\
M_{h h^{\prime}} M_{h^{\prime} i^{\prime}} M_{i^{\prime} i} /\left(m_{h s} m_{s i}\right) & =M_{h h^{\prime}} M_{h^{\prime} i^{\prime}} M_{i^{\prime} i} M_{i s} M_{s h} \geq 1 \\
M_{h s} M_{s i} /\left(m_{h h^{\prime}} m_{h^{\prime} i^{\prime}} m_{i^{\prime} i}\right) & =M_{h s} M_{s i} M_{i i^{\prime}} M_{i^{\prime} h^{\prime}} M_{h^{\prime} h} \geq 1 \\
M_{h h^{\prime}} M_{h^{\prime} i^{\prime}} M_{i^{\prime} i} /\left(m_{h h^{\prime \prime}} m_{h^{\prime \prime} i^{\prime \prime}} m_{i^{\prime \prime} i}\right) & =M_{h h^{\prime}} M_{h^{\prime} i^{\prime}} M_{i^{\prime} i} M_{i i^{\prime \prime}} M_{i^{\prime \prime} h^{\prime \prime}} M_{h^{\prime \prime} h} \geq 1
\end{aligned}
$$

for all $s, h^{\prime}$ and $i^{\prime}$ within the established limits in (4.4) and (4.5), and all $s^{\prime}, h^{\prime \prime}$ and $i^{\prime \prime}$ with the same limits of $s, h^{\prime}$ and $i^{\prime}$, respectively. But all these inequalities are true from Theorem 5.1, because the subindices of each one of the products are circularly chained.

Secondly, we will demonstrate by induction that, given the final limits, there will always be at least one set of these ratios (taken successively, $r_{1}, r_{2}, \ldots, r_{r-1}$ ) that fulfil (4.8). We can always take one value for the first ratio $r_{1}$ from inside $\left(m_{12}, M_{12}\right)$, and it is obvious that this $r_{1}$ fulfils (4.8).

Now we have to prove that if we take a subset of ratios $r_{1}, r_{2}, \ldots, r_{h-1}(1<h<r)$ such that they fulfil (4.8), we can always take an $r_{h}$ which also fulfils (4.8). It is easy to see that if $r_{1}, r_{2}, \ldots, r_{h-1}$ fulfil (4.8), we will have

$$
\begin{equation*}
m_{s s^{\prime}} \leq r_{s s^{\prime}} \leq M_{s s^{\prime}}, \quad 1 \leq s<s^{\prime} \leq h \tag{5.2}
\end{equation*}
$$

Now, for an $r_{h}$ that fulfils (4.8) to exist it will be enough to prove that

$$
\begin{equation*}
m_{s, h+1} / r_{s h} \leq M_{s^{\prime}, h+1} / r_{s^{\prime} h}, \quad \forall s, s^{\prime}, \quad 1 \leq s \leq h, \quad 1 \leq s^{\prime} \leq h \tag{5.3}
\end{equation*}
$$

For $s=s^{\prime}$ it is obvious that this inequality is fulfilled, because we have already proved that $m_{h i} \leq M_{h i}$. For $s<s^{\prime}$, and taking into account Remark 4.4, expression (5.3) is reduced to

$$
m_{s, h+1} m_{h+1, s^{\prime}} \leq r_{s s^{\prime}}, \quad 1 \leq s<s^{\prime} \leq h
$$

which is true, because from (4.4) and (5.2) we have

$$
m_{s, h+1} m_{h+1, s^{\prime}} \leq m_{s s^{\prime}} \leq r_{s s^{\prime}}, \quad 1 \leq s<s^{\prime} \leq h
$$

This is proved in a similar way for $s>s^{\prime}$.
Finally, given a set of ratios $r_{1}, r_{2}, \ldots, r_{r-1}$ that fulfil (4.8), we must demonstrate that there will always be a $U$ table $\left\{u_{i j}\right\}$, with $u_{1 j}=x_{1 j}+\varepsilon_{1 j}\left(0 \leq \varepsilon_{1 j} \leq 1\right)$ and $u_{i j}=u_{1 j} r_{1 i}$, $1<i \leq r, 1 \leq j \leq c$, which is associated with $X$. In other words, we have to prove that there will always be values $\varepsilon_{1 j}, 1 \leq j \leq c$, such that (4.1) is fulfilled, i.e., such that

$$
0 \leq\left(x_{1 j}+\varepsilon_{1 j}\right) r_{1 i}-x_{i j} \leq 1, \quad 1 \leq i \leq r
$$

from which it follows that the $\varepsilon_{1 j}, 1 \leq j \leq c$, should satisfy

$$
\begin{equation*}
\max _{1 \leq i \leq r}\left\{\frac{x_{i j}}{r_{1 i}}-x_{1 j}\right\} \leq \varepsilon_{1 j} \leq \min _{1 \leq i \leq r}\left\{\frac{x_{i j}+1}{r_{1 i}}-x_{1 j}\right\} \tag{5.4}
\end{equation*}
$$

Let us see that for every $j$ there is a value $\varepsilon_{1 j}$ which satisfies (5.4). For this purpose, it is enough to prove that for any $j$ and any $i$ and $i^{\prime}$ the following holds:

$$
x_{i j} / r_{1 i} \leq\left(x_{i^{\prime} j}+1\right) / r_{1 i^{\prime}}
$$

For $i=i^{\prime}$ it is trivial that this is true. For $i<i^{\prime}$ it is also true, because $r_{1 i^{\prime}} / r_{1 i}=r_{i i^{\prime}}$, and because from (4.8) (taking $s=i$ and $h+1=i^{\prime}$ ) and from the definition of the limits $M$ 's and the limits $M^{\mathrm{o}}$ 's we can obtain

$$
r_{i i^{\prime}} \leq M_{i i^{\prime}} \leq M_{i i^{\prime}}^{\mathrm{o}} \leq\left(x_{i^{\prime} j}+1\right) / x_{i j}, \quad \forall j
$$

This is proved in a similar way for $i>i^{\prime}$.

The last part of the proof of the Theorem 5.2 shows us how we can easily obtain a $U$ table associated with an MPT. This is summarized in the next result.

Corollary 5.1. Given an MPT $X=\left\{x_{i j}\right\}$ and a set of ratios $r_{h}, 1 \leq h<r$, fulfilling (4.8), a table $\left\{u_{i j}\right\}$ with

$$
u_{i j}=\left\{\begin{array}{lll}
x_{1 j}+\varepsilon_{1 j}, & i=1, & 1 \leq j \leq c \\
u_{1 j} r_{1 i}, & 1<i \leq r, & 1 \leq j \leq c
\end{array}\right.
$$

where $r_{1 i}=r_{1} r_{2} \cdots r_{i-1}$ and $\varepsilon_{1 j}$ satisfies (5.4) for all $j$, is a $U$ table associated with $X$.

## 6. ON THE UNIQUENESS OF A MAXIMUM PROBABILITY $r \times c$ TABLE

The following result, based on the previous results, is a necessary and sufficient condition which characterizes the uniqueness of an MPT.

Theorem 6.1. An MPT $X=\left\{x_{i j}\right\}$ is unique if and only if

$$
\begin{equation*}
\prod_{j \in J} \frac{x_{b j}+1}{x_{a j}}>1 \tag{6.1}
\end{equation*}
$$

for every order $k$ simple loop $E=\left\{e_{i j}\right\}$ and every $k, 1<k \leq \min (r, c)$, where $J$ is the set of the $k$ columns of the loop, and for each $j \in J, b$ and $a$ are the rows such that $e_{b j}=1$ and $e_{a j}=-1$.

Proof: Let $X$ be the unique MPT, which obviously will fulfil (3.1). If (3.8) is fulfilled for a simple order $k$ loop $E$, then, from Theorem $3.2, X^{\prime}=X+E$ would be an MPT, which would contradict the initial hypothesis and, thus, (6.1) is fulfilled. Reciprocally, let $X$ be an MPT fulfilling (6.1), and let us suppose that $X^{\prime}$ is also an MPT. Then, from Theorem 3.3, the difference between both will be one or several simple loops, such that (3.8) will be fulfilled for $X$ and for each of these simple loops, which would contradict (6.1). Hence, $X$ is the only MPT.

## 7. CONCLUSIONS

The most efficient algorithm (network algorithm) to calculate the $p$-value of the Fisher's exact test in an $r \times c$ table requires us to calculate many times maximum probability $r \times c^{\prime}$ $\left(c^{\prime} \leq c\right)$ contingency tables, and to perform a great amount of comparisons in which the probabilities of these tables are involved. At present, the general method to obtain maximum probability fixed marginals contingency tables is based on a necessary condition for these tables, which makes that method insufficiently efficient, especially for a relatively large $r$ or $c$. In this paper, we present two necessary and sufficient conditions for these maximum probability tables. This characterization, especially that which is expressed based on $U$ tables, will allow us to construct a general algorithm for obtaining the aforementioned maximum probability contingency tables.
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#### Abstract

: - The analysis of incomplete contingency tables is an important problem, which is also of practical interest. In this paper, we consider boundary solutions under nonignorable nonresponse models in two-way incomplete tables with data on both variables missing. We establish a result similar to [9] on sufficient conditions for the occurrence of boundary solutions. We also provide a new result, which connects the forms of boundary solutions under various parameterizations of the missing data models. This result helps us to obtain the exact form of boundary solutions in the above tables, which improves a claim made in [2] and avoids computational burden. A counterexample is provided to show that the sufficient conditions for the occurrence of boundary solutions are not necessary, thereby disproving a conjecture of [7]. Finally, we establish new necessary conditions for the occurrence of boundary solutions under nonignorable nonresponse models in square two-way incomplete tables, and show that they are not sufficient. These conditions are simple and easy to check as they depend only on the observed cell counts. They are useful and important for model selection also. Some real life data sets are analyzed to illustrate the results.
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## 1. INTRODUCTION

Contingency tables with fully observed counts and partially classified margins (nonresponses) are called incomplete tables. The following three types of missing data mechanisms have been proposed in the literature ([8]): missing completely at random (MCAR), missing at random (MAR) and not missing at random (NMAR). The missing mechanism is said to be (a) MCAR when missingness is independent of both observed and unobserved data, (b) MAR when missingness depends only on observed data, and (c) NMAR if missingness depends on unobserved data. Nonresponses are called ignorable when the missing data mechanism is MAR or MCAR, and the parameters governing the missing data mechanism are distinct from those to be estimated. They are nonignorable when the missing data mechanism is NMAR.

Log-linear models have generally been used to study missing data mechanisms in incomplete tables (see [9] and references therein). However, under nonignorable models, a boundary solution occurs when the cell probabilities of non-respondents are estimated to be zeros for certain levels of the missing variables. That is, the maximum likelihood estimators (MLE's) of the parameters lie on the boundary of the parameter space. Note that the problem of boundary solutions is an important one as it has serious consequences for statistical inference. For example, the observed counts cannot be reproduced by a perfect fit model (a model for which the estimated expected counts are equal to the observed counts) if boundary solutions occur. This implies that the fit is inadequate and the parameter estimates are imprecise. The log likelihood function is flat and, therefore, convergence of the EM algorithm to the boundary MLE's requires a lot of iterations. Also, the eigenvalues of the covariance matrix are inappropriate (either around zero or negative), which implies some parameter estimates have large estimated standard errors and wide confidence intervals. Hence, it is useful to study various forms of boundary solutions and explore conditions for their occurrence in incomplete tables.

Consider two categorical variables with $I$ and $J$ levels. Then an $I \times J \times 2$ table and an $I \times J \times 2 \times 2$ table represent two-way incomplete tables with data on one of the variables and data on both the variables missing respectively. The problem of boundary solutions was first considered by [1] who proposed a sufficient condition for their occurrence in a $2 \times 2 \times 2$ incomplete table. [2] studied the problem for an $I \times J \times 2 \times 2$ incomplete table, which has non-monotone missing value patterns. For an $I \times J \times 2$ incomplete table with simple monotone missing value patterns, [10] and [3] described the problem geometrically, while [4] discussed properties of MLE's in case of boundary solutions. [9] proposed sufficient conditions for the occurrence of boundary solutions under various NMAR models in an $I \times I \times 2 \times 2$ incomplete table. Recently, [5] provided forms of boundary solutions in arbitrary three-way and $n$-dimensional incomplete tables with one or more variables missing, and also established sufficient conditions for their occurrence under various NMAR models. In this paper, we consider the above and other related issues for an $I \times J \times 2 \times 2$ table. Note that a lower dimensional incomplete table is not a special case of a higher dimensional one and hence any result for the former cannot be obtained directly from that for the latter.

The purpose of this paper is to provide a comprehensive treatment of the problem of boundary solutions in two-way incomplete tables with both variables missing. To this effect,
we first introduce some notations and consider various identifiable NMAR log-linear models (Models [M1]-[M5]) for an $I \times J \times 2 \times 2$ incomplete table. The problem of boundary solutions, along with their forms under the above models, is discussed in Section 3. We formally define boundary solutions for an $I \times J \times 2 \times 2$ incomplete table by extending the definition of [1], which are unavailable in the literature. A novel result (Proposition 3.1) is provided, which gives the relationship among forms of boundary solutions according to various parameterizations for the missing data models. This helps us to theoretically justify and deduce the exact boundary solutions in those models directly without having to obtain them empirically (see pp. 39-40 of [9]) using the EM algorithm. In Section 4, we illustrate this result using some data analysis examples from [2], thereby improving a claim made by them on the forms of boundary solutions in $I \times J \times 2 \times 2$ tables, which also eliminates computations.

In Section 5, we provide a result (Theorem 5.1) on sufficient conditions for the occurrence of boundary solutions in the above tables, which is similar to Theorem 1 of [9] but proved using direct arguments instead of contrapositive ones used in [9]. While [9] consider only Model [M5] in Theorem 1, we consider Models [M1]-[M5] in Theorem 5.1. A counterexample is provided to show that the sufficient conditions for the occurrence of boundary solutions are not necessary, which refutes a conjecture due to [7].

Finally, we propose new necessary conditions in Theorem 5.2 for the occurrence of boundary solutions under Models [M1]-[M5] in square two-way incomplete tables, and later show that they are not sufficient through a counterexample. Such conditions do not exist in the literature. Note that these conditions help us to identify the non-occurrence of boundary solutions, which is very useful for fitting appropriate models to the incomplete data (model selection). Also, these conditions involve only the observed cell counts and their sums in the tables, and hence can be easily verified. Section 6 provides some concluding remarks.

## 2. NMAR LOG-LINEAR MODELS

Suppose $Y_{1}$ and $Y_{2}$ are two categorical variables having $I$ and $J$ levels respectively. For $i=1,2$, let $R_{i}$ denote the missing indicator for $Y_{i}$ so that $R_{i}=1$ or 2 if $Y_{i}$ is observed or unobserved. Then we have an $I \times J \times 2 \times 2$ incomplete table, corresponding to $Y_{1}, Y_{2}, R_{1}$ and $R_{2}$, with cell counts $\mathbf{y}=\left\{y_{i j k l}\right\}$ where $1 \leq i \leq I, 1 \leq j \leq J$ and $1 \leq k, l \leq 2$. The vector of observed counts is $\mathbf{y}_{\text {obs }}=\left(\left\{y_{i j 11}\right\},\left\{y_{i+12}\right\},\left\{y_{+j 21}\right\}, y_{++22}\right)$, where $\left\{y_{i j 11}\right\}$ are the fully observed counts and $\left\{y_{i+12}\right\},\left\{y_{+j 21}\right\}, y_{++22}$ are the partially classified counts also known as the supplementary margins. All cell counts are assumed to be positive. The fully observed counts are those for which data on both $Y_{1}$ and $Y_{2}$ is available, while data on at most $Y_{1}$ or $Y_{2}$ is available for the supplementary margins. Note that ' + ' denotes summation over levels of the corresponding variable. For example, $y_{+j 21}$ denotes the number of observations corresponding to $Y_{2}=j$ for which data on $Y_{2}$ is observed but data on $Y_{1}$ is missing. Let $\pi=\left\{\pi_{i j k l}\right\}$ be the vector of cell probabilities, $\mu=\left\{\mu_{i j k l}\right\}$ be the vector of expected counts and $N=\sum_{i, j, k, l} y_{i j k l}$ the total number of cell counts. For $I=J=2$, we have the $2 \times 2 \times 2 \times 2$ incomplete table given by Table 1 .

Table 1: $2 \times 2 \times 2 \times 2$ Incomplete Table.

|  |  | $R_{2}=1$ |  | $R_{2}=2$ |
| :---: | :---: | :---: | :---: | :---: |
|  | $Y_{2}=1$ | $Y_{2}=2$ | $Y_{2}$ missing |  |
| $R_{1}=1$ | $Y_{1}=1$ |  |  |  |
|  | $y_{1111}$ | $y_{1211}$ | $y_{1+12}$ |  |
|  | $y_{2111}$ | $y_{2211}$ | $y_{2+12}$ |  |
| $R_{1}=2$ | $Y_{1}$ missing | $y_{+121}$ | $y_{+221}$ | $y_{++22}$ |

We consider Poisson sampling for convenience, that is, $Y_{i j k l} \sim P\left(\mu_{i j k l}\right)$. The likelihood function of $\mu$ is

$$
\begin{equation*}
L\left(\mu ; \mathbf{y}_{\text {obs }}\right)=\frac{e^{-\sum_{i, j, k, l} \mu_{i j k l}} \prod_{i, j} \mu_{i j 11}^{y_{i j 11}} \prod_{i} \mu_{i+12}^{y_{i+12}} \prod_{j} \mu_{+j 21}^{y_{+j 21}} \mu_{++22}^{y_{++22}}}{\prod_{i, j, k, l} y_{i j k l}!} \tag{2.1}
\end{equation*}
$$

so that the log-likelihood function of $\mu$ is

$$
\begin{align*}
l\left(\mu ; \mathbf{y}_{\text {obs }}\right)= & \sum_{i, j} y_{i j 11} \log \mu_{i j 11}+\sum_{i} y_{i+12} \log \mu_{i+12}+\sum_{j} y_{+j 21} \log \mu_{+j 21}  \tag{2.2}\\
& +y_{++22} \log \mu_{++22}-\mu_{++++}+\Delta
\end{align*}
$$

where $\Delta$ is independent of $\mu_{i j k l}$ 's. For an $I \times J \times 2 \times 2$ incomplete table, [2] proposed the following log-linear model (with no three-way or four-way interactions):

$$
\begin{align*}
\log \mu_{i j k l}= & \lambda+\lambda_{Y_{1}}(i)+\lambda_{Y_{2}}(j)+\lambda_{R_{1}}(k)+\lambda_{R_{2}}(l)+\lambda_{Y_{1} Y_{2}}(i, j)  \tag{2.3}\\
& +\lambda_{Y_{1} R_{1}}(i, k)+\lambda_{Y_{2} R_{1}}(j, k)+\lambda_{Y_{1} R_{2}}(i, l)+\lambda_{Y_{2} R_{2}}(j, l)+\lambda_{R_{1} R_{2}}(k, l),
\end{align*}
$$

where the sum over any argument of a log-linear parameter is zero, for example, $\sum_{i} \lambda_{Y_{1} Y_{2}}(i, j)=$ $\sum_{j} \lambda_{Y_{1} Y_{2}}(i, j)=0$. To study the various missing mechanisms of $Y_{1}$ and $Y_{2}$, [2] introduced the following notations:

$$
\begin{aligned}
a_{i j} & =\frac{P\left(R_{1}=2, R_{2}=1 \mid Y_{1}=i, Y_{2}=j\right)}{P\left(R_{1}=1, R_{2}=1 \mid Y_{1}=i, Y_{2}=j\right)}=\frac{\pi_{i j 21}}{\pi_{i j 11}}=\frac{\mu_{i j 21}}{\mu_{i j 11}} \\
b_{i j} & =\frac{P\left(R_{1}=1, R_{2}=2 \mid Y_{1}=i, Y_{2}=j\right)}{P\left(R_{1}=1, R_{2}=1 \mid Y_{1}=i, Y_{2}=j\right)}=\frac{\pi_{i j 12}}{\pi_{i j 11}}=\frac{\mu_{i j 12}}{\mu_{i j 11}}, \quad m_{i j 11}=N \pi_{i j 11} \\
g & =\frac{P\left(R_{1}=1, R_{2}=1 \mid Y_{1}=i, Y_{2}=j\right) P\left(R_{1}=2, R_{2}=2 \mid Y_{1}=i, Y_{2}=j\right)}{P\left(R_{1}=1, R_{2}=2 \mid Y_{1}=i, Y_{2}=j\right) P\left(R_{1}=2, R_{2}=1 \mid Y_{1}=i, Y_{2}=j\right)}
\end{aligned}
$$

Remark 2.1. Under (2.3), it can be shown that $a_{i j}=\exp \left[-2\left\{\lambda_{R_{1}}(1)+\lambda_{Y_{1} R_{1}}(i, 1)+\right.\right.$ $\left.\left.\lambda_{Y_{2} R_{1}}(j, 1)+\lambda_{R_{1} R_{2}}(1,1)\right\}\right]$ and $b_{i j}=\exp \left[-2\left\{\lambda_{R_{2}}(1)+\lambda_{Y_{1} R_{2}}(i, 1)+\lambda_{Y_{2} R_{2}}(j, 1)+\lambda_{R_{1} R_{2}}(1,1)\right\}\right]$. Also, we have $g=\frac{\pi_{i j 11} \pi_{i j 22}}{\pi_{i j 12} \pi_{i j 21}}=\frac{\mu_{i j 11} \mu_{i j 22}}{\mu_{i j 12} \mu_{i j 21}}$. Hence

$$
\begin{aligned}
\log g & =\log \mu_{i j 11}+\log \mu_{i j 22}-\log \mu_{i j 12}-\log \mu_{i j 21} \\
\Longrightarrow \quad \log g & =\lambda_{R_{1} R_{2}}(1,1)+\lambda_{R_{1} R_{2}}(2,2)-\lambda_{R_{1} R_{2}}(1,2)-\lambda_{R_{1} R_{2}}(2,1) \quad(\text { from }(2.3)) \\
\Longrightarrow \quad \log g & =4 \lambda_{R_{1} R_{2}}(1,1) \quad\left(\because \lambda_{R_{1} R_{2}}(1,2)=-\lambda_{R_{1} R_{2}}(2,2)=\lambda_{R_{1} R_{2}}(2,1)=-\lambda_{R_{1} R_{2}}(1,1)\right) \\
\Longrightarrow g & =\exp \left[4 \lambda_{R_{1} R_{2}}(1,1)\right]
\end{aligned}
$$

which is independent of $i$ and $j$.

Note that $m_{i j 11}=\mu_{i j 11}$ and $g$ denotes the odds ratio between the missing indicators of $Y_{1}$ and $Y_{2}$. Also, $\mu_{i j 21}=m_{i j 11} a_{i j}, \mu_{i j 12}=m_{i j 11} b_{i j}$ and $\mu_{i j 22}=m_{i j 11} a_{i j} b_{i j} g$. Note that $a_{i j}$ is the conditional odds of $Y_{1}$ being missing given $Y_{2}$ is observed, while $b_{i j}$ is the conditional odds of $Y_{2}$ being missing given $Y_{1}$ is observed. Here, $a_{i j}$ and $b_{i j}$ describe the missing mechanisms of $Y_{1}$ and $Y_{2}$, respectively. Denote $a_{i j}\left(b_{i j}\right)$ by $\alpha_{i .}$. $\left(\beta_{i .}\right)$ or $\alpha_{. j}\left(\beta_{. j}\right)$ or $\alpha_{. .}$( $\beta_{. .}$) if it depends only on $i$ or $j$ or none, respectively. Then we have the following definition.

Definition 2.1. The missing mechanism of $Y_{1}$ under (2.3) is NMAR if $a_{i j}=\alpha_{i .}$, MAR if $a_{i j}=\alpha_{. j}$ and MCAR if $a_{i j}=\alpha_{\text {.. }}$. Similarly, the missing mechanism of $Y_{2}$ is NMAR if $b_{i j}=\beta_{. j}$, MAR if $b_{i j}=\beta_{i}$. and MCAR if $b_{i j}=\beta_{\ldots .}$.

Using Definition 2.1 and the above notations, there are nine possible identifiable models (see pp. 647-648 of [2]) based on different missing mechanisms for $Y_{1}$ and $Y_{2}$. The equivalent log-linear models can be obtained as submodels of (2.3). As an example, consider the model $\left(\alpha_{i .}, \beta_{i .}\right)$, for which the missing mechanism is NMAR for $Y_{1}$ and MAR for $Y_{2}$. Using the expressions of $a_{i j}$ and $b_{i j}$ in Remark 2.1, the corresponding log-linear model is obtained from (2.3) by substituting $\lambda_{Y_{2} R_{1}}(j, k)=\lambda_{Y_{2} R_{2}}(j, l)=0$. The following are the five models when the missing mechanism is NMAR for $Y_{1}$ or $Y_{2}$.

1. Model M1 (NMAR for $Y_{1}$, MCAR for $Y_{2}$ ):

$$
\begin{aligned}
\log \mu_{i j k l}= & \lambda+\lambda_{Y_{1}}(i)+\lambda_{Y_{2}}(j)+\lambda_{R_{1}}(k)+\lambda_{R_{2}}(l)+\lambda_{Y_{1} Y_{2}}(i, j) \\
& +\lambda_{Y_{1} R_{1}}(i, k)+\lambda_{R_{1} R_{2}}(k, l)
\end{aligned}
$$

2. Model M2 (NMAR for $Y_{2}$, MCAR for $Y_{1}$ ):

$$
\begin{aligned}
\log \mu_{i j k l}= & \lambda+\lambda_{Y_{1}}(i)+\lambda_{Y_{2}}(j)+\lambda_{R_{1}}(k)+\lambda_{R_{2}}(l)+\lambda_{Y_{1} Y_{2}}(i, j) \\
& +\lambda_{Y_{2} R_{2}}(j, l)+\lambda_{R_{1} R_{2}}(k, l)
\end{aligned}
$$

3. Model M3 (NMAR for $Y_{1}$, MAR for $Y_{2}$ ):

$$
\begin{aligned}
\log \mu_{i j k l}= & \lambda+\lambda_{Y_{1}}(i)+\lambda_{Y_{2}}(j)+\lambda_{R_{1}}(k)+\lambda_{R_{2}}(l)+\lambda_{Y_{1} Y_{2}}(i, j)+\lambda_{Y_{1} R_{1}}(i, k) \\
& +\lambda_{Y_{1} R_{2}}(i, l)+\lambda_{R_{1} R_{2}}(k, l) .
\end{aligned}
$$

4. Model M4 (NMAR for $Y_{2}$, MAR for $Y_{1}$ ):

$$
\begin{aligned}
\log \mu_{i j k l}= & \lambda+\lambda_{Y_{1}}(i)+\lambda_{Y_{2}}(j)+\lambda_{R_{1}}(k)+\lambda_{R_{2}}(l)+\lambda_{Y_{1} Y_{2}}(i, j)+\lambda_{Y_{2} R_{1}}(j, k) \\
& +\lambda_{Y_{2} R_{2}}(j, l)+\lambda_{R_{1} R_{2}}(k, l) .
\end{aligned}
$$

5. Model M5 (NMAR for both $Y_{1}$ and $Y_{2}$ ):

$$
\begin{aligned}
\log \mu_{i j k l}= & \lambda+\lambda_{Y_{1}}(i)+\lambda_{Y_{2}}(j)+\lambda_{R_{1}}(k)+\lambda_{R_{2}}(l)+\lambda_{Y_{1} Y_{2}}(i, j)+\lambda_{Y_{1} R_{1}}(i, k) \\
& +\lambda_{Y_{2} R_{2}}(j, l)+\lambda_{R_{1} R_{2}}(k, l) .
\end{aligned}
$$

Note that for Models [M1]-[M5], there is an association term between a variable and its missing indicator if the missing mechanism is NMAR for that variable (for example, the term $\lambda_{Y_{1} R_{1}}(i, k)$ in Model [M1]), between a variable and the other missing indicator if the missing mechanism is MAR for that variable (for example, the term $\lambda_{Y_{2} R_{1}}(j, k)$ in Model [M4]) and none if the missing mechanism is MCAR for a variable (for example, $\lambda_{Y_{1} R_{1}}(i, k)$ and $\lambda_{Y_{2} R_{1}}(j, k)$ are absent in Model [M2]).

## 3. BOUNDARY SOLUTIONS IN NMAR MODELS

In this section, we consider boundary solutions under non-ignorable nonresponse (NMAR) models for an $I \times J \times 2 \times 2$ incomplete table. We first define boundary solutions under the above models and then present a result relating the forms of boundary solutions in terms of various parameterizations of the models.

For an incomplete table, boundary solutions in NMAR models occur when the MLE's of nonresponse cell probabilities are all zeros for certain levels of the missing variables. For an $I \times J \times 2$ incomplete table, where data on only $Y_{2}$ is missing, [1] defined boundary solutions in the NMAR model for $Y_{2}$ as $\hat{\pi}_{i j 2}=0$ for at least one pair $(i, j)$. For the same model, [4] showed that boundary solutions are given by $\hat{\pi}_{+j 2}=0$ for at least one and at most $(J-1)$ values of $Y_{2}$. [1] defined a nonresponse boundary solution under NMAR models in general to be a stationary point that lies on a boundary of the space of parameters modeling the nonignorable nonresponse. Using this, we may extend their definition to an $I \times J \times 2 \times 2$ table as follows.

Definition 3.1. Consider an $I \times J \times 2 \times 2$ incomplete table, and let $1 \leq i \leq I, 1 \leq j \leq J$ and $k, l=1,2$. Then we have the following:

1. A nonresponse boundary solution under the NMAR models for $Y_{1}$ only, that is, Models [M1] and [M3], is an MLE given by $\hat{\pi}_{i j 2 l}=0$ for at least one combination $(i, j, l)$.
2. A nonresponse boundary solution under the NMAR models for $Y_{2}$ only, that is, Models [M2] and [M4], is an MLE given by $\hat{\pi}_{i j k 2}=0$ for at least one combination $(i, j, k)$.
3. A nonresponse boundary solution under the NMAR model for both $Y_{1}$ and $Y_{2}$, that is, Model [M5], is an MLE given by $\hat{\pi}_{i j 2 l}=0$ for at least one combination $(i, j, l)$ or $\hat{\pi}_{i j k 2}=0$ for at least one combination $(i, j, k)$.

Note that in the literature, boundary solutions have usually been defined in terms of cell probabilities because the cell probabilities are in some sense natural to the model for the incomplete table, whereas the loglinear parameters are not. The next proposition explores the relationships among boundary solutions under Models [M1]-[M5] in terms of MLE's of nonresponse cell probabilities, some specific log-linear parameters and $\alpha_{i}$. or $\beta_{. j}$ for two-way incomplete tables with both variables missing.

Proposition 3.1. For an $I \times J \times 2 \times 2$ incomplete table, we have the following:

1. For Models [M1] and [M3], if boundary solutions occur, then they are given by $\hat{\lambda}_{Y_{1} R_{1}}(i, 2)=-\infty \Leftrightarrow \hat{\pi}_{i+2+}=0 \Leftrightarrow \hat{\alpha}_{i}=0$ for at least one and at most $(I-1)$ values of $Y_{1}$.
2. For Models [M2] and [M4], if boundary solutions occur, then they are given by $\hat{\lambda}_{Y_{2} R_{2}}(j, 2)=-\infty \Leftrightarrow \hat{\pi}_{+j+2}=0 \Leftrightarrow \hat{\beta}_{. j}=0$ for at least one and at most $(J-1)$ values of $Y_{2}$.
3. For Model [M5], if boundary solutions occur, then they are given by $\hat{\lambda}_{Y_{1} R_{1}}(i, 2)=$ $-\infty$ or $\hat{\lambda}_{Y_{2} R_{2}}(j, 2)=-\infty \Leftrightarrow \hat{\pi}_{i+2+}=0$ or $\hat{\pi}_{+j+2}=0 \Leftrightarrow \hat{\alpha}_{i .}=0$ for at least one and at most $(I-1)$ values of $Y_{1}$ or $\hat{\beta}_{. j}=0$ for at least one and at most $(J-1)$ values of $Y_{2}$.

Proof: See Appendix A.1.

From the proof of Proposition 3.1 in Appendix A.1, note that the one-to-one relation between the cell probabilities and the log-linear parameters cannot be used to derive the connection between the different forms of boundary solutions. This is because it is not obvious which specific log-linear parameters have infinite MLE's just by noting the zero MLE's of the nonresponse cell probabilities when boundary solutions occur.

## 4. SOME EXAMPLES OF BOUNDARY SOLUTIONS IN NMAR MODELS

In this section, we reanalyze some examples in [2], illustrating the result in Section 3. We use Proposition 3.1 to investigate a claim made by [2] regarding forms and occurrence of boundary solutions in an $I \times J \times 2 \times 2$ incomplete table. This improvement is useful as it avoids computation and provides the exact boundary solutions under a NMAR model by simply noting the level(s) of the variable(s) for which the MLE's of the parameters are negative or infinite.

First, we present the correct expression of the likelihood ratio statistic for missing data models in such a table. Consider testing the goodness of fit of a null model (here one of the Models [M1]-[M5]) against the alternative model (perfect fit model). Let $\left\{\hat{\mu}_{i j k l}\right\}$ and $\left\{\tilde{\mu}_{i j k l}\right\}$ denote the MLE's of the expected counts under a null model and a perfect fit model respectively. Also, let $L_{0}$ and $L_{1}$ denote the log-likelihoods for the null and the alternative models, respectively. Then the likelihood ratio statistic is given by

$$
\begin{align*}
G^{2}= & -2\left(L_{0}-L_{1}\right) \\
= & -2\left[\sum_{i, j} y_{i j 11} \ln \left(\frac{\hat{\mu}_{i j 11}}{\tilde{\mu}_{i j 11}}\right)+\sum_{i} y_{i+12} \ln \left(\frac{\hat{\mu}_{i+12}}{\tilde{\mu}_{i+12}}\right)+\sum_{j} y_{+j 21} \ln \left(\frac{\hat{\mu}_{+j 21}}{\tilde{\mu}_{+j 21}}\right)\right. \\
& \left.+y_{++22} \ln \left(\frac{\hat{\mu}_{++22}}{\tilde{\mu}_{++22}}\right)-\hat{\mu}_{++++}+\tilde{\mu}_{++++}\right] \\
= & -2\left[\sum_{i, j} y_{i j 11} \ln \left(\frac{\hat{m}_{i j 11}}{y_{i j 11}}\right)+\sum_{i} y_{i+12} \ln \left(\frac{\sum_{j} \hat{m}_{i j 11} \hat{b}_{i j}}{y_{i+12}}\right)\right.  \tag{4.1}\\
& +\sum_{j} y_{+j 21} \ln \left(\frac{\sum_{i} \hat{m}_{i j 11} \hat{a}_{i j}}{y_{+j 21}}\right)+y_{++22} \ln \left(\frac{\sum_{i, j} \hat{m}_{i j 11} \hat{a}_{i j} \hat{b}_{i j} \hat{g}}{y_{++22}}\right) \\
& \left.-\sum_{i, j} \hat{m}_{i j 11}\left(1+\hat{a}_{i j}+\hat{b}_{i j}+\hat{a}_{i j} \hat{b}_{i j} \hat{g}\right)+N\right]
\end{align*}
$$

Note that the last two terms of (4.1) are missing in the expression of $G^{2}$ in [2] (see p.646). Observe that in general, $\sum_{i, j} \hat{m}_{i j 11}\left(1+\hat{a}_{i j}+\hat{b}_{i j}+\hat{a}_{i j} \hat{b}_{i j} \hat{g}\right) \neq N$, unless the hypothetical (null) model is a perfect fit model for example, in which case $G^{2}=0$.

Using Definition 2.1 and the notations in Section 2, Models [M1]-[M5] can be represented as follows - Model [M1]: $\left(\alpha_{i .}, \beta_{. .}\right)$, Model [M2]: $\left(\alpha_{. .}, \beta_{. j}\right)$, Model [M3]: $\left(\alpha_{i .}, \beta_{i .}\right)$, Model [M4]: $\left(\alpha_{. j}, \beta_{. j}\right)$ and Model [M5]: $\left(\alpha_{i .}, \beta_{. j}\right)$. Accordingly, the expression of $G^{2}$ in (4.1) for each of the
above models may be obtained by making suitable substitutions and using the MLE's in [2] (see pp. 647-648). For example, the MLE's under the model ( $\alpha_{i .}, \beta_{\text {.. }}$ ) are

$$
\hat{m}_{i j 11}=\frac{y_{i j 11} y_{i+1+} y_{++11}}{y_{i+11} y_{++1+}}, \quad \sum_{i} \hat{m}_{i j 11} \hat{\alpha}_{i .}=y_{+j 21}, \quad \hat{\beta} . .=\frac{y_{++12}}{y_{++11}}, \quad \hat{g}=\frac{y_{++11} y_{++22}}{y_{++12} y_{++21}} .
$$

Hence, from (4.1), the likelihood ratio statistic is

$$
G^{2}=-2\left[\sum_{i, j} y_{i j 11} \ln \left(\frac{y_{i+1+} y_{++11}}{y_{i+11} y_{++1+}}\right)+\sum_{i} y_{i+12} \ln \left(\frac{y_{i+1+} y_{++12}}{y_{i+12} y_{++1+}}\right)\right]
$$

[2] mentioned that if any solution $\hat{\alpha}_{i .}$ or $\hat{\beta}_{. j}$ to the systems of equations $\sum_{i} N \hat{\pi}_{i j 11} \hat{\alpha}_{i .}=$ $y_{+j 21}$ and $\sum_{j} N \hat{\pi}_{i j 11} \hat{\beta}_{j}=y_{i+12}$ respectively is negative, then boundary solutions occur, that is, the MLE lies on the boundary of the parameter space. Closed-form boundary MLE's under Models [M1]-[M5] may then be obtained (see p. 649 of [2]) by setting certain parameter estimates ( $\hat{\alpha}_{i,}$ or $\hat{\beta}_{j}$ ) to 0 in the likelihood equations obtained from (2.2) for the models. They claimed that counterintuitively, the parameter estimate set to 0 need not be the estimate with a negative value as the solution to the above systems of equations. In particular, for a $2 \times 2 \times 2 \times 2$ incomplete table, they suggested examining both boundaries $\hat{\alpha}_{1 .}=0$ and $\hat{\alpha}_{2 .}=0$; similarly $\hat{\beta}_{.1}=0$ and $\hat{\beta}_{.2}=0$ to determine the minimum value of $G^{2}$, which corresponds to the MLE. We improve this claim and thereby obviate computations by showing that the MLE indeed always occurs on the specific boundary (level(s) of the variable(s)) for which $\hat{\alpha}_{i}$. or $\hat{\beta}_{. j}$ is negative. In the next three examples, we use Proposition 3.1 to illustrate this point for Models [M1]-[M5].

Example 4.1. Consider the data in Table 2 discussed in [2], which cross-classifies mother's self-reported smoking status ( $Y_{1}$ ) ( $Y_{1}=1(2)$ for smoker (non-smoker)) with newborn's weight ( $Y_{2}$ ) ( $Y_{2}=1(2)$ if weight $<2500$ grams ( $\geq 2500$ grams) $)$. The supplementary margins contain data on only smoking status, data on only newborn's weight and missing data on both variables.

Table 2: Birth weight and smoking: observed counts.

|  |  | $R_{2}=1$ |  |
| :---: | ---: | ---: | :---: |
| $n_{2}$ | $R_{2}=2$ |  |  |
|  | $Y_{2}=1$ | $Y_{2}=2$ | $Y_{2}$ missing |
| $R_{1}=1$ | $Y_{1}=1$ |  |  |
|  | $Y_{1}=2$ | 4512 | 21009 |
| 3394 | 24132 | 1049 |  |
| $R_{1}=2$ | $Y_{1}$ missing | 142 | 464 |

[2] mentioned that $\hat{\alpha}_{2 .}<0$ is obtained on fitting models [M1], [M3] and [M5] to the data in Table 2. Also, the value of $G^{2}$ corresponding to $\hat{\alpha}_{2 .}=0$ is larger than that corresponding to $\hat{\alpha}_{1 .}=0$ for all the above models, which is incorrect as shown below. When we fit the same models to the data in Table 2 using the 'MASS' package in R software, we obtain $\hat{\alpha}_{1 .}=0.0493$ and $\hat{\alpha}_{2 .}=-0.0237$ under Models [M1], [M3] and [M5], that is, boundary solutions occur in each of the models.

Also, $G^{2}=55.2198$ (12.4682) under Model [M1], $G^{2}=55.2168$ (12.4638) under Model [M3] and $G^{2}=55.214(12.464)$ under Model [M5] when $\hat{\alpha}_{1 .}=0\left(\hat{\alpha}_{2}=0\right)$. The $G^{2}$ values for $\hat{\alpha}_{2 .}=0$ upon rounding off in each of the models match those given in Table V of [2]. Hence, $G^{2}$ is minimum for $\hat{\alpha}_{2 .}=0$ in each case, which implies that boundary solutions are given by $\hat{\alpha}_{2}=0$ or equivalently $\hat{\pi}_{2+2+}=0$. This result is consistent with points 1 and 3 of Proposition 3.1. Further, it is the exact form of boundary solutions that we obtain on fitting Models [M1], [M3] and [M5] to the data in Table 2 using the EM algorithm (see the 'ecm.cat' function of 'cat' package in R software).

Example 4.2. Consider the example given in the last paragraph of p. 646 in [2]. The model [M1] was fitted to the following data: $y_{1111}=100, y_{1211}=40, y_{2111}=50, y_{2211}=1000$, $y_{1+12}=0, y_{2+12}=0, y_{+121}=100, y_{+221}=10$ and $y_{++22}=0$. They mentioned that though $\hat{\alpha}_{1 .}<0, G^{2}$ is minimum for $\hat{\alpha}_{2}=0$ implying that the MLE is on the boundary $\hat{\alpha}_{2}=0$. However, we obtain $\hat{\alpha}_{1 .}=1.0153(>0)$ and $\hat{\alpha}_{2}=-0.0306$ on fitting Model [M1] to the above data. Also, note that $\hat{g}=\frac{y_{++11} y_{++22}}{y_{++12 y_{++21}}}$ (see p. 649 of [2]) is undefined since $y_{++12}=0$. Hence, we introduce the following changes: $y_{1+12}=1, y_{2+12}=1$ and $y_{++22}=2$ as shown in Table 3.

Table 3: Modified $2 \times 2 \times 2 \times 2$ table.

|  |  | $R_{2}=1$ |  | $R_{2}=2$ |
| :---: | :---: | ---: | ---: | :---: |
|  |  | $Y_{2}=1$ | $Y_{2}=2$ | $Y_{2}$ missing |
| $R_{1}=1$ | $Y_{1}=1$ |  |  |  |
|  | $Y_{1}=2$ | 100 40 1 <br> 50 1000 1 <br> $R_{1}=2$ $Y_{1}$ missing 100 10 | 2 |  |

On fitting models [M1], [M3] and [M5] to the data in Table 3, we obtain $\hat{\alpha}_{1 .}=1.0098$ under [M1], and $\hat{\alpha}_{1 .}=1.0153$ under [M3] and [M5], along with $\hat{\alpha}_{2}=-0.0306$ under all the above models, which implies boundary solutions occur in each case. Also, $G^{2}=426.1604$ (17.4704) under Model [M1], $G^{2}=424.3288$ (15.669) under Model [M3] and $G^{2}=424.3188$ (15.664) under Model [M5] when $\hat{\alpha}_{1 .}=0\left(\hat{\alpha}_{2 .}=0\right)$. Hence, $G^{2}$ is minimum for $\hat{\alpha}_{2 .}=0$ in each model, which implies that boundary solutions are given by $\hat{\pi}_{2+2+}=0$. This result is consistent with points 1 and 3 of Proposition 3.1. Further, it is the exact form of boundary solutions that we obtain on fitting Models [M1], [M3] and [M5] to the data in Table 3 using the EM algorithm.

Example 4.3. Consider the data in Table 2 discussed in Example 4.1. We introduce the following changes corresponding to supplementary margins in Table 2: $464 \rightarrow 700$ and $1135 \rightarrow 750$. The modified table is shown in Table 4.

Table 4: Birth weight and smoking: observed counts (modified).

|  |  | $R_{2}=1$ |  | $R_{2}=2$ |
| :---: | :---: | ---: | ---: | :---: |
|  | $Y_{2}=1$ | $Y_{2}=2$ | $Y_{2}$ missing |  |
| $R_{1}=1$ | $Y_{1}=1$ |  |  |  |
|  | $Y_{1}=2$ | 4512 | 21009 | 1049 |
| 3394 | 24132 | 750 |  |  |
| $R_{1}=2$ | $Y_{1}$ missing | 142 | 700 | 1224 |

When we fit the models [M2], [M4] and [M5] to the data in Table 4, we obtain $\hat{\beta}_{.1}=0.2538$ under [M2], and $\hat{\beta}_{.1}=0.2543$ under [M4] and [M5] along with $\hat{\beta}_{.2}=-0.0047$ under all the above models, that is, boundary solutions occur in each of the models. Also, $G^{2}=98.5962$ (3.3548) under Model [M2], $G^{2}=96.1622$ (0.922) under Model [M4] and $G^{2}=$ 96.162 (0.9276) under Model [M5] when $\hat{\beta}_{.1}=0\left(\hat{\beta}_{.2}=0\right)$. The $G^{2}$ values in brackets above match those obtained using the EM algorithm. Hence, $G^{2}$ is minimum for $\hat{\beta}_{.2}=0$ in each case, which implies that boundary solutions are given by $\hat{\beta}_{.2}=0$ or equivalently $\hat{\pi}_{+2+2}=0$. This result is consistent with points 2 and 3 of Proposition 3.1. Further, it is the exact form of boundary solutions that we obtain on fitting Models [M2], [M4] and [M5] to the data in Table 4 using the EM algorithm.

## 5. CONDITIONS FOR THE OCCURRENCE OF BOUNDARY SOLUTIONS

In this section, we discuss sufficient conditions and also propose necessary conditions for the occurrence of boundary solutions in two-way incomplete tables with both variables missing. We show that the sufficient conditions are not necessary, which disproves a conjecture made by [7]. Further, we prove that the proposed necessary conditions are not sufficient. Both sets of conditions are simple to verify since they involve only the observed cell counts in the tables. The sufficient conditions and the necessary conditions are of practical utility in identifying the occurrence and non-occurrence, respectively of boundary solutions in such tables.

### 5.1. Sufficient conditions for the occurrence of boundary solutions

Following [9], define the four odds based on the observed (joint/marginal) cell counts for any pair $\left(j, j^{\prime}\right)$ of $Y_{2}$ :

$$
\begin{align*}
\nu_{i}\left(j, j^{\prime}\right) & =\frac{\hat{\pi}_{i j 11}}{\hat{\pi}_{i j^{\prime} 11}}, \quad \nu_{n}\left(j, j^{\prime}\right)=\min _{i}\left\{\nu_{i}\left(j, j^{\prime}\right)\right\}, \quad \nu_{m}\left(j, j^{\prime}\right)=\max _{i}\left\{\nu_{i}\left(j, j^{\prime}\right)\right\}  \tag{5.1}\\
\nu\left(j, j^{\prime}\right) & =\frac{y_{+j 21}}{y_{+j^{\prime} 21}}
\end{align*}
$$

Similarly, for a given pair $\left(i, i^{\prime}\right)$ of $Y_{1}$, define the four odds using the observed cell counts:

$$
\begin{align*}
\omega_{j}\left(i, i^{\prime}\right) & =\frac{\hat{\pi}_{i j 11}}{\hat{\pi}_{i^{\prime} j 11}}, \quad \omega_{n}\left(i, i^{\prime}\right)=\min _{j}\left\{\omega_{j}\left(i, i^{\prime}\right)\right\}, \quad \omega_{m}\left(i, i^{\prime}\right)=\max _{j}\left\{\omega_{j}\left(i, i^{\prime}\right)\right\}  \tag{5.2}\\
\omega\left(i, i^{\prime}\right) & =\frac{y_{i+12}}{y_{i^{\prime}+12}}
\end{align*}
$$

Note that $\nu_{i}\left(j, j^{\prime}\right)$ and $\omega_{j}\left(i, i^{\prime}\right)$ are called the response odds, while $\nu\left(j, j^{\prime}\right)$ and $\omega\left(i, i^{\prime}\right)$ are called the nonresponse odds. Using the MLE's of $\left\{\pi_{i j 11}\right\}$ under Models [M1]-[M5] (see pp. 647-648 of [2]), we deduce that $\nu_{i}\left(j, j^{\prime}\right)=\frac{y_{i j 11}}{y_{i j^{\prime} 11}}$ and $\omega_{j}\left(i, i^{\prime}\right)=\frac{y_{i j 11}}{y_{i^{\prime} j 11}}$, which involve only the fully observed counts.

Theorem 1 of [9] deals with sufficient conditions for the occurrence of boundary solutions only under Model [M5]. However, in the next result, we provide such conditions for the occurrence of boundary solutions under Models [M1]-[M5]. Also, we provide a proof which is similar to that of Theorem 1 of [9], but we give direct arguments, which are different from the contrapositive ones used by [9].

Theorem 5.1. Consider the following conditions for an $I \times I \times 2 \times 2$ contingency table:

1. $\quad \nu\left(j, j^{\prime}\right) \notin\left(\nu_{n}\left(j, j^{\prime}\right), \nu_{m}\left(j, j^{\prime}\right)\right)$ for at least one pair $\left(j, j^{\prime}\right)$ of $Y_{2}$,
2. $\omega\left(i, i^{\prime}\right) \notin\left(\omega_{n}\left(i, i^{\prime}\right), \omega_{m}\left(i, i^{\prime}\right)\right)$ for at least one pair $\left(i, i^{\prime}\right)$ of $Y_{1}$.

Then we have the following:
(a) Boundary solutions in NMAR models for only $Y_{1}$ (Models [M1] and [M3]) occur if Condition 1 holds.
(b) Boundary solutions in NMAR models for only $Y_{2}$ (Models [M2] and [M4]) occur if Condition 2 holds.
(c) Boundary solutions in the NMAR model for both $Y_{1}$ and $Y_{2}$ (Model [M5]) occur if Condition 1 or Condition 2 holds.

Proof: See Appendix A.2.

### 5.2. The sufficient conditions are not necessary

The next example shows that the sufficient conditions for the occurrence of boundary solutions mentioned in Theorem 5.1 are not necessary. This result has not been discussed in the literature earlier. In fact, [7] proved that the above conditions are both necessary and sufficient for a $2 \times 2 \times 2 \times 2$ incomplete table. They conjectured that a similar result would hold for general two-way incomplete tables as well.

Example 5.1. Consider Table 5 discussed in [9], which cross-classifies data on bone mineral density $\left(Y_{1}\right)$ and family income $\left(Y_{2}\right)$ in a $3 \times 3 \times 2 \times 2$ incomplete table. Both variables $Y_{1}$ and $Y_{2}$ have three levels. The total count is 2998 out of which data on $Y_{1}$ and $Y_{2}$ are available for 1844 persons, data on $Y_{1}$ only for 231 persons, data on $Y_{2}$ only for 878 persons, and data on neither of them for 45 persons.

Table 5: Bone mineral density $\left(Y_{1}\right)$ and family income $\left(Y_{2}\right)$.

|  |  | $R_{2}=1$ |  |  | $R_{2}=2$ |
| :---: | :---: | ---: | ---: | ---: | :---: |
|  |  | $Y_{2}=1$ | $Y_{2}=2$ | $Y_{2}=3$ | Missing |
|  | $Y_{1}=1$ | 621 | 290 | 284 | 135 |
| $R_{1}=1$ | $Y_{1}=2$ | 260 | 131 | 117 | 69 |
|  | $Y_{1}=3$ | 93 | 30 | 18 | 27 |
| $R_{1}=2$ | Missing | 456 | 156 | 266 | 45 |

Now, we introduce the following changes corresponding to supplementary margins in Table 5: $266 \rightarrow 125,69 \rightarrow 60$ and $27 \rightarrow 20$. The modified table is shown in Table 6 .

Table 6: Modified Table 5.

|  |  | $R_{2}=1$ |  |  | $R_{2}=2$ |
| :---: | ---: | ---: | ---: | :---: | :---: |
|  |  | $Y_{2}=1$ | $Y_{2}=2$ | $Y_{2}=3$ | Missing |
| $R_{1}=1$ | $Y_{1}=1$ | 621 | 290 | 284 | 135 |
|  | $Y_{1}=2$ | 260 | 131 | 117 | 60 |
|  | $Y_{1}=3$ | 93 | 30 | 18 | 20 |
| $R_{1}=2$ | Missing | 456 | 156 | 125 | 45 |

From Table $6, \nu(1,2)=456 / 156=2.92, \nu(1,3)=456 / 125=3.65, \nu(2,3)=156 / 125=1.25$, $\omega(1,2)=135 / 60=2.25, \omega(1,3)=135 / 20=6.75$ and $\omega(2,3)=60 / 20=3.00$. Let $I_{\nu}\left(j, j^{\prime}\right)=$ $\left(\nu_{n}\left(j, j^{\prime}\right), \nu_{m}\left(j, j^{\prime}\right)\right)$ and $I_{\omega}\left(i, i^{\prime}\right)=\left(\omega_{n}\left(i, i^{\prime}\right), \omega_{m}\left(i, i^{\prime}\right)\right)$. Then from Table 6 , it can be shown that $\nu(1,2) \in I_{\nu}(1,2)=(260 / 131,93 / 30), \nu(1,3) \in I_{\nu}(1,3)=(621 / 284,93 / 18), \nu(2,3) \in I_{\nu}(2,3)=$ $(290 / 284,30 / 18), \omega(1,2) \in I_{\omega}(1,2)=(290 / 131,284 / 117), \omega(1,3) \in I_{\omega}(1,3)=(621 / 93,284 / 18)$ and $\omega(2,3) \in I_{\omega}(2,3)=(260 / 93,117 / 18)$ so that the sufficient conditions for the occurrence of boundary solutions in Theorem 5.1 are not satisfied. The MLE's of the parameters obtained on fitting Models [M1]-[M5] in various subtables of Table 6 are shown in Table 7.

Table 7: MLE's of parameters in subtables of Table 6.

| Subtable | $\begin{array}{c}\text { NMAR } \\ \text { model }\end{array}$ | MLE's |  |  | $\begin{array}{c}\text { Boundary } \\ \text { solutions }\end{array}$ |
| :---: | :---: | :---: | :--- | :---: | :---: |
| $Y_{1}$ | $[\mathrm{M} 1]$ | $\hat{\alpha}_{1 .}=0.6556$, | $\hat{\alpha}_{2 .}=-1.0537$, | $\hat{\alpha}_{3 .}=3.4109$ | $\hat{\pi}_{2+2+}=0$ |
| $Y_{2}$ | $[\mathrm{M} 2]$ | $\hat{\beta}_{.1}=0.1355$, | $\hat{\beta}_{.2}=0.3420$, | $\hat{\beta}_{.3}=-0.1846$ | $\hat{\pi}_{+3+2}=0$ |
| $Y_{1} Y_{2}$ | $[\mathrm{M} 1]$ | $\begin{array}{l}\hat{\alpha}_{1 .}=0.6556, \\ \hat{\alpha}_{1 .}=0.6534,\end{array}$ | $\hat{\alpha}_{2 .}=-1.0537$, | $\hat{\alpha}_{2 .}=-1.0551$, | $\hat{\alpha}_{3 .}=3.4109$ |
|  | $[\mathrm{M} 3]$ | $\hat{\pi}_{2+2+}=0$ |  |  |  |
| $\hat{\pi}_{2+2+}=0$ |  |  |  |  |  |$]$

From Table 7, note that in each subtable, at least one of $\hat{\alpha}_{i .}$ and $\hat{\beta}_{. j}$ is negative, which imply that boundary solutions occur. The forms of boundary solutions under the Models [M1]-[M5] are also the same as described in Section 3. This shows that for an $I \times J \times 2 \times 2$ incomplete table, where $I, J \geq 3$, the sufficient conditions for the occurrence of boundary solutions under Models [M1]-[M5] in Theorem 5.1 are not necessary.

### 5.3. Necessary conditions for the occurrence of boundary solutions

We next state below a result due to [6], which will be used later to obtain a result on the occurrence of boundary solutions.

Lemma 5.1. Suppose $A=\left(a_{i j}\right)$ is a matrix with $a_{i j} \geq 0$ for $i \neq j=1,2, \ldots, n$ and $a_{i i}>0$. Also, let $\mathbf{b}=\left(b_{j}\right)$, where $b_{j}>0$ for $1 \leq j \leq n$. If

$$
\begin{equation*}
b_{i}>\sum_{j \neq i=1}^{n} a_{i j} \frac{b_{j}}{a_{j j}}, \quad \forall 1 \leq i \leq n \tag{5.3}
\end{equation*}
$$

then $A$ is invertible and $A^{-1} \mathbf{b}>\mathbf{0}$.

Using Lemma 5.1, the next result provides necessary conditions for the occurrence of boundary solutions under Models [M1]-[M5] in square two-way incomplete tables.

Theorem 5.2. For an $I \times I \times 2 \times 2$ incomplete table, consider the following conditions:

1. $y_{+j 21} \leq \sum_{i \neq j=1}^{I} \hat{\mu}_{j i 11} \frac{y_{+i 21}}{\hat{\mu}_{i \text { il1 }}}$ for at least one $j=1,2, \ldots, I$,
2. $y_{i+12} \leq \sum_{j \neq i=1}^{I} \hat{\mu}_{i j 11} \frac{y_{j+12}}{\hat{\mu}_{j j 11}}$ for at least one $i=1,2, \ldots, I$,
where $\hat{\mu}_{i j 11}$ is the MLE of $\mu_{i j 11}$. Also, let $\left\{\hat{\mu}_{i j 11}\right\}>0,\left\{y_{i+12}\right\}>0$ and $\left\{y_{+j 21}\right\}>0$. Then we have the following:
(a) If boundary solutions under Models [M1] and [M3] occur, then only Condition 1 holds.
(b) If boundary solutions under Models [M2] and [M4] occur, then only Condition 2 holds.
(c) If boundary solutions under the Model [M5] occur, then Condition 1 or Condition 2 holds.

Proof: See Appendix A.3.

Henceforth, we denote $A=\left(a_{i j}\right)=\left(\hat{\mu}_{i j 11}\right), \mathbf{b}=\left(b_{j}\right)=\left(y_{+j 21}\right)$ and $\mathbf{b}^{*}=\left(b_{i}^{*}\right)=\left(y_{i+12}\right)$ for $1 \leq i \leq I, 1 \leq j \leq I$. The example below is an application of Theorem 5.2.

Example 5.2. From Table 6 in Example 5.1, we have the following:

$$
A=\left(\begin{array}{ccc}
621 & 290 & 284 \\
260 & 131 & 117 \\
93 & 30 & 18
\end{array}\right), \quad \mathbf{b}=(456,156,125), \quad \mathbf{b}^{*}=(135,60,20) .
$$

The MLE's $\hat{\boldsymbol{\alpha}}=\left(\hat{\alpha}_{i .}\right)$ and $\hat{\boldsymbol{\beta}}=\left(\hat{\beta}_{. j}\right)$ under Model [M5] satisfy respectively the systems $A^{\mathrm{T}} \boldsymbol{\alpha}=\mathbf{b}$ from (A.11) and $A \boldsymbol{\beta}=\mathbf{b}^{*}$ from (A.12) for $i, j=1,2,3$. From Table 7, we observe that if Model [M5] is fitted to the data in Table 6, then we obtain $\hat{\alpha}_{2 .}<0$ and $\hat{\beta}_{3}<0$, that is, boundary solutions occur. Now we need to verify if both Conditions 1 and 2 of Theorem 5.2 hold. For the matrix $A^{\mathrm{T}}$ and the vector $\mathbf{b}$, we have

$$
\begin{aligned}
& 456<a_{12} \times \frac{b_{2}}{a_{22}}+a_{13} \times \frac{b_{3}}{a_{33}}=260 \times \frac{156}{131}+93 \times \frac{125}{18}=955.4516, \\
& 156<a_{21} \times \frac{b_{1}}{a_{11}}+a_{23} \times \frac{b_{3}}{a_{33}}=290 \times \frac{456}{621}+30 \times \frac{125}{18}=421.2802, \\
& 125<a_{31} \times \frac{b_{1}}{a_{11}}+a_{32} \times \frac{b_{2}}{a_{22}}=284 \times \frac{456}{621}+117 \times \frac{156}{131}=347.8693,
\end{aligned}
$$

so that Condition 1 in Theorem 5.2 is satisfied. Also, for the matrix $A$ and the vector $\mathbf{b}^{*}$, we have

$$
\begin{aligned}
135 & <a_{12} \times \frac{b_{2}^{*}}{a_{22}}+a_{13} \times \frac{b_{3}^{*}}{a_{33}}=290 \times \frac{60}{131}+284 \times \frac{20}{18}=448.38 \\
60 & <a_{21} \times \frac{b_{1}^{*}}{a_{11}}+a_{23} \times \frac{b_{3}^{*}}{a_{33}}=260 \times \frac{135}{621}+117 \times \frac{20}{18}=186.5217 \\
20 & <a_{31} \times \frac{b_{1}^{*}}{a_{11}}+a_{32} \times \frac{b_{2}^{*}}{a_{22}}=93 \times \frac{135}{621}+30 \times \frac{60}{131}=33.9578
\end{aligned}
$$

so that Condition 2 in Theorem 5.2 is satisfied. Further, from Table 7, we observe that boundary solutions also occur if Models [M1]-[M4] are fitted to data in Table 6. Then only Condition 1 is satisfied if boundary solutions under [M1] and [M3] occur, while only Condition 2 is satisfied if boundary solutions under [M2] and [M4] occur. This is because the MLE $\hat{\boldsymbol{\alpha}}=\left(\hat{\alpha}_{i .}\right)$ under Models [M1] and [M3] satisfies the system $A^{\mathrm{T}} \boldsymbol{\alpha}=\mathbf{b}$, while the MLE $\hat{\boldsymbol{\beta}}=\left(\hat{\beta}_{. j}\right)$ under Models [M2] and [M4] satisfies the system $A \boldsymbol{\beta}=\mathbf{b}^{*}$.

### 5.4. The necessary conditions are not sufficient

The next example shows that the necessary conditions for the occurrence of boundary solutions in Theorem 5.2 are not sufficient.

Example 5.3. In Example 5.2, replace 456 by 366 in $\mathbf{b}$ and 20 by 15 in $\mathbf{b}^{*}$ so that $\mathbf{b}=(366,156,125)$ and $\mathbf{b}^{*}=(135,60,15)$ now. For the matrix $A^{\mathrm{T}}$ and the vector $\mathbf{b}$, we have

$$
\begin{aligned}
& 366<a_{12} \times \frac{b_{2}}{a_{22}}+a_{13} \times \frac{b_{3}}{a_{33}}=260 \times \frac{156}{131}+93 \times \frac{125}{18}=955.4516 \\
& 156<a_{21} \times \frac{b_{1}}{a_{11}}+a_{23} \times \frac{b_{3}}{a_{33}}=290 \times \frac{366}{621}+30 \times \frac{125}{18}=379.2512 \\
& 125<a_{31} \times \frac{b_{1}}{a_{11}}+a_{32} \times \frac{b_{2}}{a_{22}}=284 \times \frac{366}{621}+117 \times \frac{156}{131}=306.7099
\end{aligned}
$$

so that Condition 1 in Theorem 5.2 is satisfied. Also, for the matrix $A$ and the vector $\mathbf{b}^{*}$, we have

$$
\begin{aligned}
135 & <a_{12} \times \frac{b_{2}^{*}}{a_{22}}+a_{13} \times \frac{b_{3}^{*}}{a_{33}}=290 \times \frac{60}{131}+284 \times \frac{15}{18}=369.4911, \\
60 & <a_{21} \times \frac{b_{1}^{*}}{a_{11}}+a_{23} \times \frac{b_{3}^{*}}{a_{33}}=260 \times \frac{135}{621}+117 \times \frac{15}{18}=154.0217, \\
15 & <a_{31} \times \frac{b_{1}^{*}}{a_{11}}+a_{32} \times \frac{b_{2}^{*}}{a_{22}}=93 \times \frac{135}{621}+30 \times \frac{60}{131}=33.9578
\end{aligned}
$$

so that Condition 2 in Theorem 5.2 is satisfied. Now, when we solve the system $A^{\mathrm{T}} \boldsymbol{\alpha}=\mathbf{b}$, then we obtain the MLE's $\hat{\alpha}_{1 .}=0.0133, \hat{\alpha}_{2 .}=0.7796$ and $\hat{\alpha}_{3}=1.6671$. So, there are no boundary solutions under Model [M3]. Similarly, the system $A \boldsymbol{\beta}=\mathbf{b}^{*}$ yields the MLE's $\hat{\beta}_{.1}=0.041$, $\hat{\beta}_{.2}=0.3655$ and $\hat{\beta}_{.3}=0.0126$, that is, there are no boundary solutions under Model [M4]. Since the MLE's in Model [M5] satisfy both the systems $A^{\mathrm{T}} \boldsymbol{\alpha}=\mathbf{b}$ and $A \boldsymbol{\beta}=\mathbf{b}^{*}$, there are no boundary solutions under [M5] as well. Similar results hold for Models [M1] and [M2]. Hence, the conditions in Theorem 5.2 are not sufficient for the occurrence of boundary solutions under Models [M1]-[M5].

### 5.5. Importance of the necessary conditions

Here, we discuss additional details about Theorem 5.2 and discuss its simplicity and effectiveness.

From Theorem 5.2, note that if $\left\{y_{i+12}\right\},\left\{y_{+j 21}\right\}$, and/or $\left\{\hat{\mu}_{i i 11}\right\}$ are large, then Conditions 1 and 2 may not hold. Indeed, if the inequalities in Conditions 1 and 2 are reversed for all $1 \leq i \leq I$ and $1 \leq j \leq I$, then from statements (a), (b) and (c) of Theorem 5.2, boundary solutions do not occur on fitting Models [M1]-[M5] in an $I \times I \times 2 \times 2$ incomplete table.

It is known that when boundary solutions occur, perfect fit models (here Models [M3], [M4] and [M5]) cannot reproduce the observed counts, indicating poor fit and imprecision of the parameter estimates. The MLE's of the parameters under NMAR models lie on the boundary of the parameter space and the log likelihood function tends to be flat, which makes derivation of the MLE's computationally intensive. Also, the corresponding covariance matrix has unreasonable eigenvalues (close to either zero or negative), which implies the estimated standard errors for some parameter estimates are large. Hence, for model selection, we prefer NMAR models which don't yield boundary solutions upon fitting them to the given data.

Theorem 5.1 provides conditions, which help us identify the occurrence of boundary solutions. However, boundary solutions may occur under some NMAR models if any of the sufficient conditions in Theorem 5.1 does not hold. This implies that Theorem 5.1 cannot always provide us the set of plausible NMAR models for model selection. However, note that Theorem 5.2 is very useful in this regard since it gives us an insight into verifying the nonoccurrence of boundary solutions under each of the NMAR models [M1]-[M5]. That is, if any of the necessary conditions in Theorem 5.2 does not hold, then we know for sure that boundary solutions do not occur. This always helps us to obtain the list of candidate NMAR models suitable for fitting the given data. Hence, Theorem 5.2 is more reliable than Theorem 5.1 for the purpose of model selection in square two-way incomplete tables.

The non-boundary MLE's of $\mu_{i j 11}$ are $\hat{\mu}_{i j 11}=\frac{y_{i j 11} y_{i+1+} y_{++11}}{y_{i+11} y_{++1+}}$ under Model [M1], $\hat{\mu}_{i j 11}=$ $\frac{y_{i j 11} y_{+j+1} y_{++11}}{y_{+j 11} y_{+++1}}$ under Model [M2], and $\hat{\mu}_{i j 11}=y_{i j 11}$ under Models [M3], [M4] and [M5] (see pp. 647-648 of [2]), which involve only the observed cell counts and their sums. Hence, from Theorem 5.2, there is no need to solve any system of likelihood equations, use the EM algorithm or compute odds (based on the observed (joint/marginal) cell counts) to check for the non-occurrence of boundary solutions in an $I \times I \times 2 \times 2$ incomplete table.

Remark 5.1. If $A_{D}=\operatorname{diag}\left(a_{11}, \ldots, a_{i i}\right)$, then from [6], the solutions $\boldsymbol{\alpha}=\left(\alpha_{i .}\right)$ of the system $A^{\mathrm{T}} \boldsymbol{\alpha}=\mathbf{b}$ may be obtained iteratively as follows:

$$
\begin{align*}
\alpha^{(0)} & =A_{D}^{-1} \mathbf{b} \\
\alpha^{(n+1)} & =\alpha^{(n)}+A_{D}^{-1}\left(\mathbf{b}-A^{\mathrm{T}} \alpha^{(n)}\right), \quad n=0,1,2, \ldots . \tag{5.4}
\end{align*}
$$

Similarly, the solutions $\boldsymbol{\beta}=\left(\beta_{j}\right)$ of the system $A \boldsymbol{\beta}=\mathbf{b}^{*}$ may be obtained iteratively as follows:

$$
\begin{align*}
\beta^{(0)} & =A_{D}^{-1} \mathbf{b}^{*} \\
\beta^{(n+1)} & =\beta^{(n)}+A_{D}^{-1}\left(\mathbf{b}^{*}-A \beta^{(n)}\right), \quad n=0,1,2, \ldots \tag{5.5}
\end{align*}
$$

Both the sequences (5.4) and (5.5) converge to the solutions of the respective systems.

## 6. CONCLUSIONS

In this paper, we have discussed the problem of boundary solutions that occur under various NMAR models for an $I \times J \times 2 \times 2$ table. We formally define boundary solutions for such a table and provide a result (Proposition 3.1) that theoretically connects and justifies various forms of these solutions under alternative parametrizations of the missing data models. This eliminates the need of using the EM algorithm (see pp. 39-40 of [9]) to empirically obtain the forms of the solutions in two-way incomplete tables. The above result is then used to improve a claim in [2] regarding the occurrence of boundary solutions. We give the precise forms of such solutions by just noting the corresponding level(s) of the variable(s) in the table, which reduces computational burden.

As discussed earlier, boundary solutions pose a lot of problems for estimation and inference under NMAR models in incomplete tables. Hence, it is important to investigate sufficient and necessary conditions for their occurrence in such tables. We have provided a result (Theorem 5.1) on sufficient conditions for the occurrence of boundary solutions in an $I \times J \times 2 \times 2$ table. While [9] consider only Model [M5], we consider Models [M1]-[M5] in Theorem 5.1. We use a similar approach but give direct arguments instead of contrapositive ones used in Theorem 1 of [9] for proving Theorem 5.1. [7] conjectured that these conditions would also be necessary for general two-way incomplete tables. However, we show by a counterexample that this is not the case for $I, J \geq 3$, thereby disproving the conjecture.

We have also established necessary conditions in Theorem 5.2 for the occurrence of boundary solutions in an $I \times J \times 2 \times 2$ table, which have not been discussed in the literature so far. As discussed in Section 5.5, these conditions are of practical utility to identify the non-occurrence of boundary solutions and hence for model selection. However, we show by a counterexample that these conditions are not sufficient. Note that a major advantage of the proposed sufficient conditions and necessary conditions is that they depend only on the observed cell counts in the table or their sums. As mentioned in [9], this makes the verification process much easier, and avoids using the EM algorithm or solving likelihood equations. Finally, all the above results are illustrated using six data analysis examples. It would be helpful to obtain a set of conditions involving only the observed cell counts, which are sufficient as well as necessary for the occurrence of boundary solutions in two-way incomplete tables with both variables missing.

## APPENDIX

## A.1. Proof of Proposition 3.1

From Definition 3.1, it follows that if boundary solutions occur under the Models [M1]-[M5], then the MLE's of the cell probabilities except some of the nonresponse ones are all non-zero. On substituting $k=l=1$ (for response cell probabilities) in the above models and using the parameter constraints, we can then deduce that the MLE's of the constant, the main effects and the association terms between $Y_{i}$ 's, between $R_{i}$ 's, and between $Y_{i}$ and $R_{j}$ for $i \neq j$ are all finite. This is because non-zero terms (response cell probabilities) on the LHS of the log-linear models imply that the log-linear parameters on the RHS are finite.

Consider part 1 first. For the Models [M1] and [M3], the log-linear parameters modelling the non-ignorable nonresponse (NMAR) mechanism of $Y_{1}$ are $\lambda_{R_{1}}(k)$ and $\lambda_{Y_{1} R_{1}}(i, k)$. If boundary solutions occur, then they are of the form $\hat{\pi}_{i j 2 l}=0$ (see point 1 of Definition 3.1), which implies $\hat{\lambda}_{Y_{1} R_{1}}(i, 2)=-\infty$ for at least one $i$ since the other parameters are finite as mentioned above. Then under Model [M1], we have

$$
\begin{aligned}
\hat{\pi}_{i+2+}= & \sum_{j, l} \hat{\pi}_{i j 2 l} \\
= & \frac{1}{N} \sum_{j, l} \exp \left\{\hat{\lambda}+\hat{\lambda}_{Y_{1}}(i)+\hat{\lambda}_{Y_{2}}(j)+\hat{\lambda}_{R_{1}}(2)+\hat{\lambda}_{R_{2}}(l)+\hat{\lambda}_{Y_{1} R_{1}}(i, 2)\right. \\
& \left.+\hat{\lambda}_{Y_{1} Y_{2}}(i, j)+\hat{\lambda}_{R_{1} R_{2}}(2, l)\right\} \\
= & 0
\end{aligned}
$$

for at least one $i$. Conversely, we have

$$
\begin{aligned}
&\left.\hat{\pi}_{i+2+}=0 \text { (for at least one } i\right) \Longrightarrow \\
& \Longrightarrow \sum_{j, l} \exp \left\{\hat{\lambda}+\hat{\lambda}_{Y_{1}}(i)+\hat{\lambda}_{Y_{2}}(j)+\hat{\lambda}_{R_{1}}(2)+\hat{\lambda}_{R_{2}}(l)+\hat{\lambda}_{Y_{1} R_{1}}(i, 2)\right. \\
&\left.+\hat{\lambda}_{Y_{1} Y_{2}}(i, j)+\hat{\lambda}_{R_{1} R_{2}}(2, l)\right\}=0 \\
& \Longrightarrow \hat{\lambda}_{Y_{1} R_{1}}(i, 2)=-\infty \quad \text { for at least one } i
\end{aligned}
$$

so that $\hat{\lambda}_{Y_{1} R_{1}}(i, 2)=-\infty \Leftrightarrow \hat{\pi}_{i+2+}=0$ for at least one $i$ under Model [M1]. The same can be shown for Model [M3]. Under Models [M1] and [M3], $a_{i j}=\exp \left[2\left\{\lambda_{R_{1}}(2)+\lambda_{Y_{1} R_{1}}(i, 2)+\right.\right.$ $\left.\left.\lambda_{R_{1} R_{2}}(2,1)\right\}\right]$. Since $a_{i j}$ depends only on $i$, we have $a_{i j}=\alpha_{i}$. It is clear that $\hat{\alpha}_{i}=0 \Leftrightarrow$ $\hat{\lambda}_{Y_{1} R_{1}}(i, 2)=-\infty$. Also, note that by definition of $a_{i j}$, if $\hat{\alpha}_{i .}=0$ for all $1 \leq i \leq I$, then $y_{+j 21}=0$ for all $1 \leq j \leq J$, which is a contradiction since supplementary margins are assumed to be positive. Hence, under Models [M1] and [M3], boundary solutions are given by $\hat{\lambda}_{Y_{1} R_{1}}(i, 2)=-\infty \Leftrightarrow$ $\hat{\pi}_{i+2+}=0 \Leftrightarrow \hat{\alpha}_{i .}=0$ for at least one and at most $(I-1)$ values of $Y_{1}$.

Consider part 2 now. Under Models [M2] and [M4], the log-linear parameters modelling the NMAR mechanism of $Y_{2}$ are $\lambda_{R_{2}}(l)$ and $\lambda_{Y_{2} R_{2}}(j, l)$. Also, $b_{i j}=\exp \left[2\left\{\lambda_{R_{2}}(2)+\lambda_{Y_{2} R_{2}}(j, 2)+\right.\right.$ $\left.\left.\lambda_{R_{1} R_{2}}(1,2)\right\}\right]$. Since $b_{i j}$ depends only on $j$, we have $b_{i j}=\beta_{. j}$. Then it can be shown similarly as above that boundary solutions in this case are given by $\hat{\lambda}_{Y_{2} R_{2}}(j, 2)=-\infty \Leftrightarrow \hat{\pi}_{+j+2}=0 \Leftrightarrow$ $\hat{\beta}_{. j}=0$ for at least one and at most $(J-1)$ values of $Y_{2}$.

Finally, consider part 3. Under Model [M5], the log-linear parameters modelling the NMAR mechanisms of $Y_{1}$ and $Y_{2}$ are $\lambda_{R_{1}}(k), \lambda_{R_{2}}(l), \lambda_{Y_{1} R_{1}}(i, k)$ and $\lambda_{Y_{2} R_{2}}(j, l)$. The proof for the form of boundary solutions under Model [M5] follows on similar lines as for Models [M1]-[M4] shown above.

## A.2. Proof of Theorem 5.1

From [2], the MLE's $\hat{\alpha}_{i \text {. }}$ under the NMAR model for only $Y_{1}$ (Models [M1] and [M3]) satisfy

$$
\begin{equation*}
\sum_{i} N \hat{\pi}_{i j 11} \hat{\alpha}_{i .}=y_{+j 21}, \quad \forall 1 \leq j \leq I \tag{A.1}
\end{equation*}
$$

while the MLE's $\hat{\beta}_{. j}$ under the NMAR model for only $Y_{2}$ (Models [M2] and [M4]) satisfy

$$
\begin{equation*}
\sum_{j} N \hat{\pi}_{i j 11} \hat{\beta}_{. j}=y_{i+12}, \quad \forall 1 \leq i \leq I . \tag{A.2}
\end{equation*}
$$

The MLE's $\hat{\alpha}_{i}$. and $\hat{\beta}_{j}$ under the NMAR model for both $Y_{1}$ and $Y_{2}$ (Model [M5]) satisfy both (A.1) and (A.2). Note that boundary solutions in Models [M1] and [M3] occur if $\hat{\alpha}_{i .} \leq 0$ for at least one and at most $(I-1)$ values of $Y_{1}$, while boundary solutions in Models [M2] and [M4] occur if $\hat{\beta}_{. j} \leq 0$ for at least one and at most $(I-1)$ values of $Y_{2}$. Also note that boundary solutions under [M5] occur if at least one of the following holds:
(i) $\hat{\alpha}_{i}$. $\leq 0$ for at least one and at most $(I-1)$ values of $Y_{1}$,
(ii) $\hat{\beta}_{. j} \leq 0$ for at least one and at most $(I-1)$ values of $Y_{2}$.

From (5.1) and (A.1), we have

$$
\begin{gather*}
\nu\left(j, j^{\prime}\right)=\frac{y_{+j 21}}{y_{+j^{\prime} 21}}=\frac{\sum_{i} \hat{\pi}_{i j 11} \hat{\alpha}_{i .}}{\sum_{i} \hat{\pi}_{i j^{\prime} 11} \hat{\alpha}_{i .}}, \\
\nu_{m}\left(j, j^{\prime}\right)-\nu\left(j, j^{\prime}\right)=\frac{\sum_{i \neq m_{1}}\left(\hat{\pi}_{m_{1} j 11} \hat{\pi}_{i j^{\prime} 11}-\hat{\pi}_{m_{1} j^{\prime} 11} \hat{\pi}_{i j 11}\right) \hat{\alpha}_{i .}}{\hat{\pi}_{m_{1} j^{\prime} 11} \sum_{i} \hat{\pi}_{i j^{\prime} 11} \hat{\alpha}_{i .}},  \tag{A.3}\\
\nu\left(j, j^{\prime}\right)-\nu_{n}\left(j, j^{\prime}\right)=\frac{\sum_{i \neq n_{1}}\left(\hat{\pi}_{n_{1} j^{\prime} 11} \hat{\pi}_{i j 11}-\hat{\pi}_{n_{1} j 11} \hat{\pi}_{i j^{\prime} 11}\right) \hat{\alpha}_{i .}}{\hat{\pi}_{n_{1} j^{\prime} 11} \sum_{i} \hat{\pi}_{i j^{\prime} 11} \hat{\alpha}_{i .}}, \tag{A.4}
\end{gather*}
$$

where $m_{1}$ and $n_{1}$ are the levels of $Y_{1}$ corresponding to $\nu_{m}\left(j, j^{\prime}\right)$ and $\nu_{n}\left(j, j^{\prime}\right)$ respectively. From (5.1), we get

$$
\begin{equation*}
\nu_{n}\left(j, j^{\prime}\right)=\frac{\hat{\pi}_{n_{1} j 11}}{\hat{\pi}_{n_{1} j^{\prime} 11}}<\nu_{i}\left(j, j^{\prime}\right)=\frac{\hat{\pi}_{i j 11}}{\hat{\pi}_{i j^{\prime} 11}}<\nu_{m}\left(j, j^{\prime}\right)=\frac{\hat{\pi}_{m_{1} j 11}}{\hat{\pi}_{m_{1} j^{\prime} 11}} . \tag{A.5}
\end{equation*}
$$

From (A.5), we have the following inequalities:

$$
\begin{equation*}
\hat{\pi}_{m_{1} j 11} \hat{\pi}_{i j^{\prime} 11}>\hat{\pi}_{m_{1} j^{\prime} 11} \hat{\pi}_{i j 11}, \quad \hat{\pi}_{n_{1} j^{\prime} 11} \hat{\pi}_{i j 11}>\hat{\pi}_{n_{1} j 11} \hat{\pi}_{i j^{\prime} 11} \quad \text { for } i \neq m_{1}, n_{1} . \tag{A.6}
\end{equation*}
$$

Consider part (a). Suppose Condition 1 holds, which implies that (A.3) and (A.4) are of opposite signs. Using this fact and (A.6), we observe that $\hat{\alpha}_{i .}<0$ for at least one and at most $(I-1)$ values of $Y_{1}$, that is, boundary solutions of the form $\hat{\pi}_{i+2+}=0$ occur.

Again from (5.2) and (A.2), we have

$$
\begin{align*}
& \omega\left(i, i^{\prime}\right)=\frac{y_{i+12}}{y_{i^{\prime}+12}}=\frac{\sum_{j} \hat{\pi}_{i j 11} \hat{\beta}_{. j}}{\sum_{j} \hat{\pi}_{i^{\prime} j 11} \hat{\beta}_{. j}}, \\
& \omega_{m}\left(i, i^{\prime}\right)-\omega\left(i, i^{\prime}\right)=\frac{\sum_{j \neq m_{2}}\left(\hat{\pi}_{i m_{2} 11} \hat{\pi}_{i^{\prime} j 11}-\hat{\pi}_{i^{\prime} m_{2} 11} \hat{\pi}_{i j 11}\right) \hat{\beta}_{. j}}{\hat{\pi}_{i^{\prime} m_{2} 11} \sum_{i} \hat{\pi}_{i^{\prime} j 11} \hat{\beta}_{\cdot j}},  \tag{A.7}\\
& \omega\left(i, i^{\prime}\right)-\omega_{n}\left(i, i^{\prime}\right)=\frac{\sum_{j \neq n_{2}}\left(\hat{\pi}_{i^{\prime} n_{2} 11} \hat{\pi}_{i j 11}-\hat{\pi}_{i n_{2} 11} \hat{\pi}_{i^{\prime} j 11}\right) \hat{\beta}_{. j}}{\hat{\pi}_{i^{\prime} n_{2} 11} \sum_{i} \hat{\pi}_{i^{\prime} j 11} \hat{\beta}_{. j}}, \tag{A.8}
\end{align*}
$$

where $m_{2}$ and $n_{2}$ are the levels of $Y_{2}$ corresponding to $\omega_{m}\left(i, i^{\prime}\right)$ and $\omega_{n}\left(i, i^{\prime}\right)$ respectively. From (5.2), we get

$$
\begin{equation*}
\omega_{n}\left(i, i^{\prime}\right)=\frac{\hat{\pi}_{i n_{2} 11}}{\hat{\pi}_{i^{\prime} n_{2} 11}}<\omega_{j}\left(i, i^{\prime}\right)=\frac{\hat{\pi}_{i j 11}}{\hat{\pi}_{i^{\prime} j 11}}<\omega_{m}\left(i, i^{\prime}\right)=\frac{\hat{\pi}_{i m_{2} 11}}{\hat{\pi}_{i^{\prime} m_{2} 11}} . \tag{A.9}
\end{equation*}
$$

From (A.9), we have the following inequalities:

$$
\begin{equation*}
\hat{\pi}_{m_{2} j 11} \hat{\pi}_{i j^{\prime} 11}>\hat{\pi}_{m_{2} j^{\prime} 11} \hat{\pi}_{i j 11}, \quad \hat{\pi}_{n_{2} j^{\prime} 11} \hat{\pi}_{i j 11}>\hat{\pi}_{n_{2} j 11} \hat{\pi}_{i^{\prime} 11} \quad \text { for } j \neq m_{2}, n_{2} . \tag{A.10}
\end{equation*}
$$

Now consider part (b). Assume Condition 2 holds, which implies that (A.7) and (A.8) are of opposite signs. Using this fact and (A.10), we observe that $\hat{\beta}_{. j}<0$ for at least one and at most $(I-1)$ values of $Y_{2}$, that is, boundary solutions of the form $\hat{\pi}_{+j+2}=0$ occur.

Finally consider part (c). Assume at least one of Conditions 1 and 2 holds. The cases when only Condition 1 holds or only Condition 2 holds follow from the proofs of part (a) and part (b), respectively. So it is sufficient here to assume both Conditions 1 and 2 hold. This implies, from part (a), $\hat{\alpha}_{i .}<0$ for at least one and at most $(I-1)$ values of $Y_{1}$, that is, boundary solutions of the form $\hat{\pi}_{i+2+}=0$ occur. Also from part (b), we have $\hat{\beta}_{. j}<0$ for at least one and at most $(I-1)$ values of $Y_{2}$, that is, boundary solutions of the form $\hat{\pi}_{+j+2}=0$ occur. This completes the proof.

## A.3. Proof of Theorem 5.2

From Theorem 5.1, the MLE's $\hat{\alpha}_{i .}$ and $\hat{\beta}_{. j}$ under Model [M5] satisfy

$$
\begin{array}{cc}
\sum_{i} \hat{\mu}_{i j 11} \hat{\alpha}_{i .}=y_{+j 21} & \text { for } j=1, \ldots, I, \\
\sum_{j} \hat{\mu}_{i j 11} \hat{\beta}_{. j}=y_{i+12} & \text { for } i=1, \ldots, I . \tag{A.12}
\end{array}
$$

Also, the MLE $\hat{\alpha}_{i .}$ under Models [M1] and [M3] satisfy (A.11) only, while the MLE $\hat{\beta}_{. j}$ under Models [M2] and [M4] satisfy (A.12) only. Note that boundary solutions under [M5] occur if at least one of the following conditions hold:
(i) $\quad \hat{\alpha}_{i .} \leq 0$ for at least one and at most $(I-1)$ values of $Y_{1}$,
(ii) $\hat{\beta}_{j j} \leq 0$ for at least one and at most $(I-1)$ values of $Y_{2}$.

Also, boundary solutions in Models [M1] and [M3] are given by only Condition (i), while boundary solutions in Models [M2] and [M4] are given by only Condition (ii). In Lemma 5.1, take $A=\left(\hat{\mu}_{i j 11}\right), \mathbf{b}=\left(b_{j}\right)=\left(y_{+j 21}\right)$ and $\mathbf{b}^{*}=\left(b_{i}^{*}\right)=\left(y_{i+12}\right)$ for $1 \leq i \leq I, 1 \leq j \leq I$.

Then (A.11) may be written as $A^{\mathrm{T}} \boldsymbol{\alpha}=\mathbf{b}$, while (A.12) may be written as $A \boldsymbol{\beta}=\mathbf{b}^{*}$, where $\boldsymbol{\alpha}=\left(\alpha_{i .}\right)$ and $\boldsymbol{\beta}=\left(\beta_{. j}\right)$. We prove Theorem 5.2 by contrapositive.

Consider part (a) first. Suppose Condition 1 in Theorem 5.2 does not hold. Then by Lemma 5.1, $\boldsymbol{\alpha}=\left(A^{\mathrm{T}}\right)^{-1} \mathbf{b}>\mathbf{0}$. In other words, $\hat{\alpha}_{i .}>0$ for all $1 \leq i \leq I$, that is, boundary solutions under Models [M1] and [M3] do not occur.

Consider part (b) now. Assume Condition 2 in Theorem 5.2 does not hold. Then by Lemma 5.1, $\boldsymbol{\beta}=A^{-1} \mathbf{b}^{*}>\mathbf{0}$. In other words, $\hat{\beta}_{j}>0$ for all $1 \leq j \leq I$, that is, boundary solutions under Models [M2] and [M4] do not occur.

Finally consider part (c). Assume both Conditions 1 and 2 in Theorem 5.2 do not hold. Then by Lemma 5.1, both $\hat{\alpha}_{i .}>0$ and $\hat{\beta}_{j}>0$ for all $1 \leq i \leq I, 1 \leq j \leq I$, that is, boundary solutions under Model [M5] do not occur.

Hence, the result follows.
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## Abstract:

- In this paper, distribution-free, affine invariant, signed-rank test statistics are proposed for the hypothesis that a bivariate distribution is centrally symmetric about an arbitrary specified point. The proposed tests are based on the concept of data depth. However, our tests are inherently orthogonal invariant, an affine invariant version of them is provided by using Tyler's estimator of scatter. The limiting null distribution of proposed tests is derived and the performance of the proposed tests is evaluated through a Monte Carlo study. This study demonstrates that the tests always detect asymmetry and they are convenient to determine small departures from the null hypothesis with high power. Also it shows that the tests perform well comparing other procedures in the literature.
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## 1. INTRODUCTION

Let $\boldsymbol{X}_{1}, \ldots, \boldsymbol{X}_{n}$ denote independent copies of the bivariate random vector $\boldsymbol{X}=\left(X_{1}, X_{2}\right)^{\top}$ from a continuous bivariate population. One problem which has been considered in the literature is to test whether the distribution is symmetric about an unknown center against the alternative that the symmetry is lost (Heathcote et al. [16], Koltchinskii and Li [22], Neuhaus and Zhu [33], Manzotti et al. [30] and Henze et al. [17]). Moreover, in the univariate case, we can mention to Cassart et al. [6]. Unlike the univariate case, there are several concepts of multivariate symmetry including spherical, elliptical, central and angular symmetry. It is worth noting that the mentioned arrangement of the multivariate symmetry concepts are ordered in increasing generality. To read more about different types of multivariate symmetry see Serfling [38].

A different problem is the testing of the hypothesis that the bivariate distribution is symmetric about a known center $\boldsymbol{\mu}_{0}$ against the alternative that the distribution is symmetric about $\boldsymbol{\mu} \neq \boldsymbol{\mu}_{0}$. There is a substantial literature for this problem. Under the multivariate normality assumption, it is common to use Hotelling's $T^{2}$ test [20]. A multivariate affineinvariant sign test based on counts called interdirections has been presented by Randles [35]. In the sequence, Peter and Randles [41] based on the notion of interdirection, provided affine invariant signed rank test and signed sum test, respectively. Optimal affine invariant tests based on interdirections and pseudo-Mahalanobis ranks have been developed by Hallin and Paindaveine [12]. Hallin and Paindaveine [11] also presented an alternative version of these procedures in which interdirections are replaced by angles between the observations standardized via Tyler's estimator of scatter [40]. Mottonen and Oja [32] developed the tests based on spatial signs and ranks. Hettmansperger et al. [18] and Hettmansperger et al. [19] extended the bivariate tests of Brown and Hettmansperger [5] to the multivariate case. An affine invariant sign test by applying the Tyler's transformation on data points has been presented by Randles [36]. The affine invariant signed rank test, modified from sign test of Randles [36], was suggested by Mahfoud and Randles [29]. The tests described in preceding paragraph can serve as important preliminaries before applying these corresponding location tests. Moreover, there are several tests for testing of the hypothesis that the bivariate distribution is symmetric against not only location parameter but also regression and serial dependence alternatives e.g. Hallin and Paindaveine [13], [14] and [15].

Another problem that has received attention is to test whether the distribution is symmetric about known center $\boldsymbol{\mu}_{0}$ against the alternative that either the symmetry is lost or the location parameter is changed. Our paper deals with the latter problem. Indeed, the purpose of this paper is to develop affine invariant tests for testing the central symmetry of the bivariate distribution about a known center $\boldsymbol{\mu}_{0}$. Baringhaus [4] introduced the rotation invariant tests, for testing the spherical symmetry of the multivariate distribution about known center. For central symmetry that it is a weaker assumption than spherical and elliptical symmetry, the tests have been developed employing the empirical characteristic functions by Ghosh and Ruymgaart [10]. Aki [1] proposed a rotation invariant test based on the empirical distribution function. An extension of McWilliams' univariate run test (Mcwilliams [31]) into a test of bivariate central symmetry based on the depth function have been presented by Dyckerhoff et al. [8]. Although, this test is affine invariant, it suffers from low power in distinguishing most of the alternative hypotheses to central symmetry. Recently Einmahl and Gan [9] proposed two versions of a rotation invariant test based on empirical measures of opposite regions.

In this paper, we aim to propose test statistics for central symmetry in such a way that they would be affine invariant, distribution-free and have good power against alternatives to the null hypothesis. The test statistics are created based on sum of the signed-ranks where the sign and rank functions are determined through the depth function. Based on a given depth function, this procedure results in an orthogonal invariant test statistic. An affine invariant version of this test is provided by applying Tyler's transformation (Tyler [40]) on data points. The affine invariance property ensures that the performance of the test does not depend on the underlying coordinate system.

The word of depth has been used for the first time by Tukey [39] to introduce the halfspace depth function. In the sequence, different depth functions have been introduced and the multivariate data have been ordered as center-outward based on them. This centeroutward ranking has been widely applied in multivariate nonparametric inference. Liu and Singh [27] presented a quality index and provided some multivariate rank tests for difference between two independent distributions based on it. In the following, a distribution-free test was presented based on both the depth function and the principal components by Rousson [37] for the multivariate two-sample location-scale model. Based on DD plots (depth vs. depth plots) introduced by Liu et al. [26], two tests have been provided by Li and Liu [24] for location difference between two multivariate distributions. In addition, Liu and Singh [28] introduced some rank tests for multivariate scale difference between two or more independent populations. Depth-based run tests for bivariate central symmetry is introduced by Dyckerhoff et al. [8].

The remainder of this paper is organized as follows. In Section 2, we review briefly the concept of depth function and ranking based on it. The proposed test statistics will be described in Section 3 and the asymptotic properties of those are also investigated. Finally, in Section 4, a Monte Carlo study evaluates the finite sample performance of the proposed test statistics in accordance with other tests. All technical proofs are deferred to the Appendix.

## 2. DEPTH FUNCTION

Let $\boldsymbol{X}$ be a $p$-dimensional random vector defined on a probability space $(\Omega, \mathcal{F}, P)$. We denote $F$ as a distribution function corresponding to $P$. A depth function associated with a distribution function $F$ on $\mathbb{R}^{p}$ is defined to provide a center-outward ordering of points of $\mathbb{R}^{p}$ relative to $F$. Based on depth function, a corresponding notion of center or multidimensional median could be defined. The higher depth values refer to the points near to the center, whereas the lower values refer to the outer points of the center. A formal definition of "statistical depth function" is presented by Zuo and Serfling [42] as a function $D(\cdot, F): \mathbb{R}^{p} \rightarrow \mathbb{R}$ satisfying the following properties:

P1. Affine invariance: for any nonsingular $p \times p$ matrix $\boldsymbol{A}$ and $p$-vector $\boldsymbol{b}, D(\boldsymbol{A} \boldsymbol{x}+\boldsymbol{b}$, $\left.F_{\boldsymbol{A} \boldsymbol{x}+\boldsymbol{b}}\right)=D(\boldsymbol{x}, F)$.
P2. Maximality at center: if F is symmetric about $\boldsymbol{\theta}$ in some sense, then $D(\boldsymbol{\theta}, F)=$ $\sup _{\boldsymbol{x} \in \mathbb{R}^{p}} D(\boldsymbol{x}, F)$.
P3. Monotonicity relative to deepest point: if $D(\boldsymbol{\theta}, F) \geq D(\boldsymbol{x}, F)$ for any $\boldsymbol{x} \in \mathbb{R}^{p}$ then $D(\boldsymbol{\theta}+\alpha(\boldsymbol{x}-\boldsymbol{\theta}), F) \geq D(\boldsymbol{x}, F)$ for each $\alpha \in[0,1]$ and $\boldsymbol{x} \in \mathbb{R}^{p}$.
P4. Vanishing at infinity: as $\|\boldsymbol{x}\| \rightarrow \infty, D(\boldsymbol{x}, F) \rightarrow 0$.

Let $\boldsymbol{X}_{1}, \ldots, \boldsymbol{X}_{n}$ be a random sample from $p$-dimensional distribution function $F$. The sample version of the depth function $D(\cdot, F)$ will be obtained by replacing $F$ with the sample distribution $F_{n}$.

Remark 2.1. If the sample depth function $D\left(\cdot, F_{n}\right)$ satisfies property P1, then it will also be invariant under data-dependent nonsingular transformations.

Different depth functions have been proposed by some authors, which the definition of some of them that we deal with in this paper are given as follows.

Definition 2.1 (Tukey [39]). The halfspace depth of $\boldsymbol{x} \in \mathbb{R}^{p}$ with respect to $F$ is defined as

$$
H D(\boldsymbol{x}, F)=\inf _{H}\left\{P(H): H \text { is a closed halfspace in } \mathbb{R}^{p} \text { and } \boldsymbol{x} \in H\right\}
$$

and the sample halfspace depth function is

$$
H D\left(\boldsymbol{x}, F_{n}\right)=\frac{\min _{\|\boldsymbol{u}\|=1} \#\left\{i: \boldsymbol{u}^{\top} \boldsymbol{X}_{i} \leq \boldsymbol{u}^{\top} \boldsymbol{x}, \quad i=1, \ldots, n\right\}}{n}
$$

Definition 2.2 (Liu [25]). The simplicial depth of $\boldsymbol{x}$ with respect to $F$ is defined as

$$
S D(\boldsymbol{x}, F)=P_{F}\left(\boldsymbol{x} \in S\left[\boldsymbol{X}_{1}, \ldots, \boldsymbol{X}_{p+1}\right]\right),
$$

where $S\left[\boldsymbol{X}_{1}, \ldots, \boldsymbol{X}_{p+1}\right]$ is a closed simplex with $\boldsymbol{X}_{1}, \ldots, \boldsymbol{X}_{p+1}$ vertics. The sample version of $S D(\boldsymbol{x}, F)$ is given by the fraction of the sample random simplices containing the point $\boldsymbol{x}$.

Definition 2.3 (Liu [27]). The Mahalanobis depth of $\boldsymbol{x}$ with respect to $F$ is given by

$$
M D(\boldsymbol{x}, F)=\frac{1}{1+(\boldsymbol{x}-\boldsymbol{\mu})^{\top} \boldsymbol{\Sigma}^{-1}(\boldsymbol{x}-\boldsymbol{\mu})},
$$

where $\boldsymbol{\mu}$ and $\boldsymbol{\Sigma}$ are the mean vector and dispersion matrix of $F$ distribution, respectively. The sample version of Mahalanobis depth is provided by replacing $\boldsymbol{\mu}$ and $\boldsymbol{\Sigma}$ with their sample estimates.

Additionally, some other depth functions have been introduced such as Oja depth (Oja [34]) and zonoid depth (Koshevoy and Mosler [23]). A more recent proposal for data depth is the Monge-Kantorovich depth (Chernozhukov et al. [7]) based on the Monge-Kantorovich theory of measure transportation.

Now, we present the definition of center-outward ranking of data points.
Definition 2.4. Assume that $\boldsymbol{X}_{1}, \ldots, \boldsymbol{X}_{n}$ is a random sample from distribution function $F$ in $\mathbb{R}^{p}$. The center-outward rank $\boldsymbol{X}_{i}$ within the sample $\boldsymbol{X}_{1}, \ldots, \boldsymbol{X}_{n}$ is

$$
\#\left\{\boldsymbol{X}_{j} \in\left\{\boldsymbol{X}_{1}, \ldots, \boldsymbol{X}_{n}\right\}: D\left(\boldsymbol{X}_{j}, F_{n}\right) \geq D\left(\boldsymbol{X}_{i}, F_{n}\right)\right\}
$$

where $F_{n}$ is the sample distribution function.
Thus, the center-outward ranking is defined in such a way that a larger rank is assigned to a more outlying point w.r.t. $\boldsymbol{X}_{1}, \ldots, \boldsymbol{X}_{n}$. If there are no ties, rank 1 and rank $n$ are assigned to the deepest point and the most outlying point, respectively.

## 3. THE PROPOSED TESTS

Let $\boldsymbol{X}_{1}, \ldots, \boldsymbol{X}_{n}$ be independently and identically distributed as $\boldsymbol{X}=\left(X_{1}, X_{2}\right)^{\top}$, where $\boldsymbol{X}$ has an arbitrary bivariate continuous distribution $F$. The null hypothesis of interest is that, the random vector $\boldsymbol{X}$ has a distribution centrally symmetric about the known point $\boldsymbol{\mu}_{0}$. The random vector $\boldsymbol{X}$ is centrally symmetric around $\boldsymbol{\mu}_{0}$ provided $\boldsymbol{X}-\boldsymbol{\mu}_{0}$ and $\boldsymbol{\mu}_{0}-\boldsymbol{X}$ have the same distribution. Since it is assumed that the symmetry point is known, it is possible to take $\boldsymbol{\mu}_{0}=0$, without loss of generality. So, the hypothesis that the probability distribution is centrally symmetric about $\boldsymbol{\mu}_{0}$, reduces to the hypothesis $H_{0}: \boldsymbol{X} \stackrel{d}{=}-\boldsymbol{X}$, where $\stackrel{d}{=}$ denotes "equal in distribution". We now describe the procedure for defining affine invariant tests. Let us look at tests that they are only invariant with respect to orthogonal transformations of the data in Subsection 3.1, and then proceed to provide our main affine-invariant tests in Subsection 3.2.

### 3.1. The orthogonal invariant tests

Let $D(\cdot, F)$ be a depth function on $\mathbb{R}^{2}$ associated with a distribution function $F$. Now, under the given depth function $D(\cdot, F)$, we derive a test statistic using depth-based ranks and signs of $\boldsymbol{X}_{1}, \ldots, \boldsymbol{X}_{n}$. To define the proposed test statistic, we need to order the points $\boldsymbol{X}_{1}, \ldots, \boldsymbol{X}_{n}$ in terms of the evidence they provide against the null hypothesis. To this end, we order the points $\boldsymbol{X}_{1}, \ldots, \boldsymbol{X}_{n}$ as center-outward, such that the larger ranks correspond to the closer points to the null symmetry center and the smaller ranks correspond to the outer ones. Let $F_{n}$ and $F_{n}^{s}$ denote the sample distribution function of random sample $\boldsymbol{X}_{1}, \ldots, \boldsymbol{X}_{n}$ and the symmetrized sample $\left( \pm \boldsymbol{X}_{1}, \ldots, \pm \boldsymbol{X}_{n}\right)$, respectively. Employing property P2 of the depth function, to obtain center-outward rank of points relative to the null symmetry center instead of the median of $\boldsymbol{X}_{1}, \ldots, \boldsymbol{X}_{n}$, the points are ordered based on $D\left(\cdot, F_{n}^{s}\right)$ rather than $D\left(\cdot, F_{n}\right)$. More precisely, define

$$
\begin{equation*}
R_{i}=\#\left\{\boldsymbol{X}_{j} \in\left\{\boldsymbol{X}_{1}, \ldots, \boldsymbol{X}_{n}\right\}: D\left(\boldsymbol{X}_{j}, F_{n}^{s}\right) \geq D\left(\boldsymbol{X}_{i}, F_{n}^{s}\right)\right\}, \quad i=1, \ldots, n \tag{3.1}
\end{equation*}
$$

If ties occur in this ranking, the ranks within each ties-class have been assigned based on increasing values at the corresponding index set of that. This assignment is allocated to induce invariance property on proposed test statistic.

The test statistic is sum of the signed-ranks of points. The sign of each bivariate point can be determined as the sign of the first or second component of it. Specifically, the sign of a bivariate point is equal to 1 if its first (or second) component is nonnegative and otherwise is equal to -1 . This definition of sign, leads to a test statistic which is not only noninvariant, but also it is not able to detect all different types of departures from the null hypothesis. Moreover, the sign of $\boldsymbol{X}_{i}, i=1, \ldots, n$, could be defined as the spatial sign vector $\boldsymbol{X}_{i} /\left\|\boldsymbol{X}_{i}\right\|$ with $\|\cdot\|$ denoting the Euclidean norm in $\mathbb{R}^{2}$. By this definition of sign, the resulted test statistic is not strictly distribution-free. To overcome these limitations, we will determine sign of points based on a data-dependent line passing through the origin instead of the horizontal or vertical axis of the coordinate plane. In what follows, we will describe how to obtain this line.

Let sample median $\boldsymbol{M}_{n}$ be a point among $\boldsymbol{X}_{1}, \ldots, \boldsymbol{X}_{n}$ with maximum sample depth $D\left(\cdot, F_{n}^{s}\right)$. If there is more than one sample point with the highest depth value $D\left(\cdot, F_{n}^{s}\right)$, $\boldsymbol{M}_{n}$ will be the point with minimum index among those data points. Let

$$
\theta_{M_{n}}=-\arctan \left(\frac{M_{n 1}}{M_{n 2}}\right)+\frac{\pi}{2}
$$

be the angle between the bivariate vector $\boldsymbol{M}_{n}=\left(M_{n 1}, M_{n 2}\right)^{\top}$ and the horizontal-axis. Note that $\theta_{\boldsymbol{M}_{n}} \in[0, \pi)$. Related point $\boldsymbol{Z}_{n i}=\left(Z_{n i 1}, Z_{n i 2}\right)^{\top}$ is given by rotating $\boldsymbol{X}_{i}$ counter-clockwise by angle $\frac{\pi}{2}-\theta_{\boldsymbol{M}_{n}}$, for all $i=1, \ldots, n$. Based on the sample depth function $D\left(\cdot, F_{n}\right)$, the proposed test statistic is defined as

$$
\begin{equation*}
T_{n, D}=\frac{6}{n(n+1)(2 n+1)}\left(\sum_{i=1}^{n} \delta_{n i} R_{i}\right)^{2}, \tag{3.2}
\end{equation*}
$$

where $R_{i}$ is expressed in (3.1) and the random variable $\delta_{n i}$ is defined as

$$
\delta_{n i}= \begin{cases}1, & Z_{n i 2} \geq 0  \tag{3.3}\\ -1, & Z_{n i 2}<0\end{cases}
$$

for all $i=1, \ldots, n$. The large values of the test statistic $T_{n, D}$ reject $H_{0}$ in favor of alternative hypothesis.

Note that the sign of bivariate points is determined based on a data-dependent line passing through the origin that is perpendicular to depth based median. Indeed, the reason for restricting to dimension two is that this procedure is employed to divide plane $R^{2}$ into two unique halfspaces based on two points (the origin and the depth based median), whereas by this procedure dividing hyperplane $R^{p}(p>2)$ into two unique halfspaces would not be possible.

In what follows, we present the desirable property of orthogonal invariance of $T_{n, D}$ and asymptotic distribution of $T_{n, D}$ under the null hypothesis is developed. The proofs are provided in the Appendix.

Theorem 3.1. If the sample depth function $D\left(\cdot, F_{n}\right)$ satisfies property $P 1$, then the test statistic $T_{n, D}$ will be invariant under orthogonal transformations; that is,

$$
T_{n, D}\left(\boldsymbol{X}_{1}, \ldots, \boldsymbol{X}_{n}\right)=T_{n, D}\left(\boldsymbol{A} \boldsymbol{X}_{1}, \ldots, \boldsymbol{A} \boldsymbol{X}_{n}\right)
$$

for any $2 \times 2$ orthogonal matrix $\boldsymbol{A}$.

Theorem 3.2. If the sample depth function satisfies property P1, then under the null hypothesis of centrally symmetric about $0, T_{n, D}$ converges in distribution to a chi-square random variable with 1 degree of freedom.

By applying this theorem, the null hypothesis will be rejected at level $\alpha$ when

$$
T_{n, D} \geq \chi_{1,1-\alpha}^{2}
$$

where $\chi_{1,1-\alpha}^{2}$ denotes the $1-\alpha$ quantile of the chi-square distribution with 1 degree of freedom.

As mentioned in Theorem 3.2, the asymptotic null distribution of the test statistics presented here is chi-square with one degree of freedom. One would expect, for location alternatives, a chi-square with two degrees of freedom (the dimension of the information matrix for location). It should be remembered that the main object of this paper is proposing several test statistics for testing that the distribution is symmetric about a specified value against the alternative that either the symmetry is lost or the location parameter is changed. Indeed, this alternative is different from location alternatives.

In our proof of Theorem 3.2 we show that $R_{i}$ 's, $i=1, \ldots, n$, are identically and uniformly distributed on the set $\{1,2, \ldots, n\}$ and $\delta_{n i}$ 's, $i=1, \ldots, n$, are i.i.d. random variables as distributed independently of $R_{i}$ and taking the values 1 and -1 each with probability $1 / 2$. These traits immediately imply that under the null hypothesis and the conditions of Theorem 3.2, our test statistic $T_{n, D}$ is strictly distribution-free.

### 3.2. The affine invariant tests

As shown, Theorem 3.1 indicates that $T_{n, D}$ is orthogonal invariant. In this subsection, we would extend $T_{n, D}$ to be affine invariant, preserving the asymptotic behavior of $T_{n, D}$. To achieve the affine invariant version of the proposed test statistics, we can apply the Tyler's auxiliary transformation (Tyler [40]) on data points. Tyler [40] proposed the datadependent $p \times p$ scatter matrix $\boldsymbol{V}_{n}$, that is a positive definite and symmetric matrix, satisfying $\operatorname{trace}\left(\boldsymbol{V}_{n}\right)=p$ and

$$
\begin{equation*}
\frac{1}{n} \sum_{i=1}^{n}\left(\frac{\boldsymbol{\Gamma}_{n} \boldsymbol{X}_{i}}{\left\|\boldsymbol{\Gamma}_{n} \boldsymbol{X}_{i}\right\|}\right)\left(\frac{\boldsymbol{\Gamma}_{n} \boldsymbol{X}_{i}}{\left\|\boldsymbol{\Gamma}_{n} \boldsymbol{X}_{i}\right\|}\right)^{\top}=\frac{1}{p} I_{p} \tag{3.4}
\end{equation*}
$$

where $\boldsymbol{X}_{i}, i=1, \ldots, n$, is a random vector in $\mathbb{R}^{p}, \boldsymbol{\Gamma}_{n}^{\boldsymbol{\top}} \boldsymbol{\Gamma}_{n}=\boldsymbol{V}_{n}^{-1}$ such that $\boldsymbol{\Gamma}_{n}$ is an upper triangular nonsingular matrix with 1 on the first element on the diagonal and $\boldsymbol{I}_{p}$ is the $p$-dimensional identity matrix. This scatter matrix is unique up to multiplication by a positive constant if the sample comes from a continuous $p$-dimensional distribution and $n>p(p-1)$ (Tyler [40]). An iterative computation scheme has been developed to compute this matrix by Randles [36].

We define $\boldsymbol{W}_{n i}=\boldsymbol{\Gamma}_{n} \boldsymbol{X}_{i}, i=1, \ldots, n$, and $F_{\boldsymbol{w}_{n}}^{s}$ as the sample distribution of the symmetrized sample ( $\pm \boldsymbol{W}_{n 1}, \ldots, \pm \boldsymbol{W}_{n n}$ ). Let

$$
\begin{equation*}
R_{n i}=\#\left\{\boldsymbol{W}_{n j} \in\left\{\boldsymbol{W}_{n 1}, \ldots, \boldsymbol{W}_{n n}\right\}: D\left(\boldsymbol{W}_{n j}, F_{\boldsymbol{w}_{n}}^{s}\right) \geq D\left(\boldsymbol{W}_{n i}, F_{\boldsymbol{w}_{n}}^{s}\right)\right\}, \quad i=1, \ldots, n \tag{3.5}
\end{equation*}
$$

and

$$
\theta_{M_{w_{n}}}=-\arctan \left(\frac{M_{\boldsymbol{w}_{n} 1}}{M_{\boldsymbol{w}_{n} 2}}\right)+\frac{\pi}{2},
$$

where $\boldsymbol{M}_{\boldsymbol{w}_{n}}=\left(M_{\boldsymbol{w}_{n} 1}, M_{\boldsymbol{w}_{n} 2}\right)^{\top}$ refers to the sample median among $\boldsymbol{W}_{n 1}, \ldots, \boldsymbol{W}_{n n}$ based on $D\left(\cdot, F_{\boldsymbol{w}_{n}}^{s}\right)$. In the following, points $\boldsymbol{W}_{n 1}, \ldots, \boldsymbol{W}_{n n}$ are rotated counter-clockwise by angle $\frac{\pi}{2}-\theta_{M_{w_{n}}}$, which we call them as $\boldsymbol{V}_{n 1}, \ldots, \boldsymbol{V}_{n n}$.

Now, based on $D\left(\cdot, F_{n}\right)$, the affine invariant test statistic is defined as

$$
\begin{equation*}
T_{n, D}^{*}=\frac{6}{n(n+1)(2 n+1)}\left(\sum_{i=1}^{n} \gamma_{n i} R_{n i}\right)^{2}, \tag{3.6}
\end{equation*}
$$

where $\gamma_{n i}$ is specified in the same way as $\delta_{n i}$, through $\boldsymbol{V}_{n i}$ instead of $\boldsymbol{Z}_{n i}$, for all $i=1, \ldots, n$.

It is worth to note that, the test statistic $T_{n, D}^{*}$ is also distribution-free. The affine invariance property and asymptotic null distribution of $T_{n, D}^{*}$ are presented in the following Theorems.

Theorem 3.3. If the sample depth function $D\left(\cdot, F_{n}\right)$ satisfies property $P 1$ and $n>2$, the test statistic $T_{n, D}^{*}$ will be affine invariant; that is,

$$
T_{n, D}^{*}\left(\boldsymbol{X}_{1}, \ldots, \boldsymbol{X}_{n}\right)=T_{n, D}^{*}\left(\boldsymbol{A} \boldsymbol{X}_{1}, \ldots, \boldsymbol{A} \boldsymbol{X}_{n}\right)
$$

for any $2 \times 2$ nonsingular matrix $\boldsymbol{A}$.
Theorem 3.4. If the sample depth function satisfies property P1, then under the null hypothesis of centrally symmetric about $0, T_{n, D}^{*}$ converges in distribution to a chi-square random variable with 1 degree of freedom.

## 4. SIMULATION STUDY

In this section, an extensive simulation study is conducted to evaluate the finite sample behavior of the proposed test procedure. Two characteristics of interest are the empirical level and power of the proposed testing procedure. To assess the effects of different depth rankings on the performance of our test statistic, we determined three versions of $T_{n, D}$, derived from the simplicial, halfspace, and Mahalanobis depth functions as $T_{n, S D}, T_{n, H D}$ and $T_{n, M D}$, respectively. In the same way, $T_{n, S D}^{*}, T_{n, H D}^{*}, T_{n, M D}^{*}$ will be defined corresponding to $T_{n, D}^{*}$. The performance of our test statistics is compared with the affine invariant run test based on the simplicial depth function that we refer to $R_{n, S D}$ hereafter (Dyckerhoff et al. [8]) and the two rotation invariant tests $Q_{n}^{1}$ and $Q_{n}^{2}$ proposed by Einmahl and Gan [9]. $Q_{n}^{1}$ refers to their main test, and $Q_{n}^{2}$ is given by $Q_{n}^{1}$ adding a weight function to it (we avoid presenting the details of these test statistics).

To illustrate the effect of the sample size on the finite sample behavior of our proposed test statistics, we set the sample sizes as $n=100$ and 200 . Moreover, the nominal level was set at 0.05 throughout. In each setting, 2000 independent random samples were generated to calculate the proportion of replications for which the null hypothesis is rejected. To examine the finite sample behavior of test statistics under the null and alternative hypotheses, we have simulated samples from several bivariate distribution families, including Azzalini's skewnormal distribution (Azzalini and Dalla Valle [3]), Azzalini's skew- $t$ distribution (Azzalini and Capitanio [2]), perturbed symmetric beta distribution (Azzalini and Capitanio [2]) and sinharcsinh distribution (Jones and Pewsey [21]). Indeed, we consider different types of skewness over very light-tailed distributions to very heavy-tailed ones. In what follows, we provide an overview of these families.

- Bivariate skew-normal distribution: Let $\boldsymbol{X}$ be defined as

$$
\boldsymbol{X}= \begin{cases}\boldsymbol{Y}, & \text { if } Z>\Delta^{\top} \boldsymbol{Y} \\ -\boldsymbol{Y}, & \text { if } Z \leq \Delta^{\top} \boldsymbol{Y}\end{cases}
$$

where $\boldsymbol{Y} \sim N_{2}(0, \boldsymbol{\Sigma}), \boldsymbol{\Delta}=\left(\Delta_{1}, \Delta_{2}\right)^{\top}$ is the shape parameter, and $Z$ is distributed independently of $\boldsymbol{Y}$ according to $N(0,1)$. The random vector $\boldsymbol{X}$ is known as bivariate skew-normal random vector and it may be written as $\boldsymbol{X} \sim S N_{2}(0, \Sigma, \Delta)$.

- Bivariate skew-t distribution: Let $\boldsymbol{T}=V^{-\frac{1}{2}} \boldsymbol{X}$, where the random vector $\boldsymbol{X}$ follows the distribution $S N_{2}(0, \boldsymbol{\Sigma}, \boldsymbol{\Delta})$ and $\nu V$ is distributed independently of $\boldsymbol{X}$ according to a chi-squared distribution with $\nu$ degrees of freedom. We will say that $\boldsymbol{T}$ has a bivariate skew- $t$ distribution and write $\boldsymbol{T} \sim S T_{2}(0, \boldsymbol{\Sigma}, \boldsymbol{\Delta}, \nu)$.
- Bivariate perturbed symmetric beta distribution: Let $\boldsymbol{Y}=\left(2 B_{1}-1,2 B_{2}-1\right)^{\top}$, where $B_{1}$ and $B_{2}$ have beta distributions $B(a, a)$ and $B(b, b)$, respectively. The random vector $\boldsymbol{Y}$ can be treated as a central and non-elliptical symmetric random vector. Define the random vector $\boldsymbol{X}$ as

$$
\boldsymbol{X}= \begin{cases}\boldsymbol{Y}, & \text { if } Z<w(\boldsymbol{Y}) \\ -\boldsymbol{Y}, & \text { if } Z>w(\boldsymbol{Y})\end{cases}
$$

where $Z$ (independently of $\boldsymbol{Y}$ ) has distribution function $G(\cdot)$. The distribution function $G(\cdot)$ and function $w(\cdot)$ are given as

$$
G(z)=\frac{e^{z}}{1+e^{z}} \quad \text { and } \quad w(\boldsymbol{y})=\frac{\sin \left(p_{1} y_{1}+p_{2} y_{2}\right)}{1+\cos \left(q_{1} y_{1}+q_{2} y_{2}\right)}
$$

where $p_{1}, p_{2}, q_{1}$ and $q_{2}$ are additional parameters. Then, we will say that $\boldsymbol{X}$ has a perturbed symmetric beta distribution.

- Bivariate sinh-arcsinh distribution: This family is generated by sinh-arcsinh transformation on a primary symmetric distribution. We consider the bivariate normal distribution as the primary distribution. The desirable property of this transformation is to induce skewness on the primary distribution and distributions with heavier/lighter tails than the primary one. Suppose random vector $\boldsymbol{Z}=\left(Z_{1}, Z_{2}\right)^{\top}$ follows $N_{2}(0, \boldsymbol{\Sigma})$. Define the bivariate vector $\boldsymbol{X}=\left(X_{1}, X_{2}\right)^{\top}$ as

$$
\begin{equation*}
X_{j}=\sinh \left[\frac{1}{\delta_{j}}\left(\sinh ^{-1}\left(Z_{j}\right)+\Delta_{j}\right)\right], \quad j=1,2 \tag{4.1}
\end{equation*}
$$

where $\Delta_{j}$ and $\delta_{j}$ denote the measure of skewness and tail weight in direction of $j$-th component of $\boldsymbol{Z}$, respectively. Amount of skewness increases with increasing positive $\Delta_{j}$ or decreasing negative $\Delta_{j}$. Additionally, distributions with heavier and lighter tails than the bivariate normal distribution are generated by taking $0<\delta_{j}<1$ and $\delta_{j}>1$, respectively.

In this study, we generate samples from the aforementioned distribution families with $\boldsymbol{\Sigma}=(1-\rho) \boldsymbol{I}_{2}+\rho \boldsymbol{J}_{2}$ with $\rho=-0.5,0$ and 0.5 , and $\boldsymbol{J}_{2}$ denoting the $2 \times 2$ matrix with all entries equal 1 and $\Delta_{i}=k \eta, i=1,2$, with $\boldsymbol{\eta}=(0.15,0.15)^{\top}$ and $k=0,1,2$ and 3 . We consider $\nu=1,3,6,10$ and 20 for bivariate skew- $t$ distribution and $\delta_{i}=0.5,0.75,1,2$ and $5, i=1,2$, for bivariate sinh-arcsinh distribution.

Table 1 and Figures 1 and 2 provide the empirical rejection probabilities for sample size $n=100$ and for bivariate skew-normal, skew- $t$ and sinh-arcsinh distribution, respectively. Inspection of the table and figures confirms that the performance of our test statistics is not affected by different depth ranking. In all of them, the empirical rejection probabilities corresponding to $k=0$ represents the proportion of rejection under the null hypothesis. These results demonstrate that all the tests would be accurate in estimating the nominal level, except $R_{n, S D}$ which it has been underestimated in some cases. Since the performance of test
statistics, even affine invariant test statistics are affected by correlation structure of primary distribution, we provide three possibilities for $\rho$ as $-0.5,0$ and 0.5 . From the represented results in Table 1 and Figure 1, it is obvious that all empirical powers will be increased by increasing the value of $\rho$ for bivariate skew-normal and skew- $t$ distributions. This situation is reversed for bivariate sinh-arcsinh distribution in Figure 2 except for $T_{n, D}$.

Table 1: Empirical rejection probabilities (out of 2000 replications) for bivariate skewnormal distribution with $n=100, \rho=-0.5,0$ and 0.5 , and $\Delta_{i}=k \eta, i=1,2$, with $\eta=(0.15,0.15)^{\top}$ and $k=0,1,2,3$.

| Test | $\rho=-0.5$ |  |  |  | $\rho=0$ |  |  |  | $\rho=0.5$ |  |  |  |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $k=0$ | $k=1$ | $k=2$ | $k=3$ | $k=0$ | $k=1$ | $k=2$ | $k=3$ | $k=0$ | $k=1$ | $k=2$ | $k=3$ |
| $T_{n, S D}^{*}$ | 0.046 | 0.105 | 0.294 | 0.520 | 0.046 | 0.175 | 0.488 | 0.694 | 0.046 | 0.245 | 0.607 | 0.763 |
| $T_{n, H D}^{*}$ | 0.047 | 0.107 | 0.295 | 0.518 | 0.047 | 0.169 | 0.484 | 0.692 | 0.047 | 0.244 | 0.602 | 0.766 |
| $T_{n, M D}^{*}$ | 0.048 | 0.103 | 0.291 | 0.511 | 0.048 | 0.177 | 0.486 | 0.688 | 0.048 | 0.241 | 0.604 | 0.760 |
| $T_{n, S D}$ | 0.047 | 0.072 | 0.175 | 0.282 | 0.043 | 0.171 | 0.469 | 0.658 | 0.047 | 0.336 | 0.779 | 0.877 |
| $T_{n, H D}$ | 0.044 | 0.074 | 0.169 | 0.280 | 0.044 | 0.171 | 0.462 | 0.644 | 0.044 | 0.340 | 0.779 | 0.881 |
| $T_{n, M D}$ | 0.049 | 0.076 | 0.172 | 0.282 | 0.048 | 0.172 | 0.466 | 0.648 | 0.049 | 0.337 | 0.774 | 0.876 |
| $R_{n, S D}$ | 0.043 | 0.048 | 0.081 | 0.159 | 0.043 | 0.057 | 0.135 | 0.320 | 0.043 | 0.070 | 0.190 | 0.460 |
| $Q_{n}^{1}$ | 0.049 | 0.098 | 0.269 | 0.544 | 0.050 | 0.155 | 0.439 | 0.783 | 0.049 | 0.182 | 0.572 | 0.883 |
| $Q_{n}^{2}$ | 0.054 | 0.080 | 0.173 | 0.355 | 0.048 | 0.098 | 0.250 | 0.507 | 0.053 | 0.127 | 0.342 | 0.657 |



Figure 1: Empirical rejection probabilities (out of 2000 replications) for bivariate skew- $t$ distribution with $n=100, \rho=-0.5,0$ and $0.5, \nu=1,6,20$ and $\Delta_{i}=k \eta, i=1,2$, with $\eta=(0.15,0.15)^{\top}$ and $k=0,1,2,3$.

Table 1 shows that $T_{n, D}^{*}$ outperforms $R_{n, S D}$ and $Q_{n}^{2}$ in all cases, performs virtually as well as $Q_{n}^{1}$ for $k=1$ and 2 and has slightly lower power than $Q_{n}^{1}$ for $k=3$. Moreover, $T_{n, D}$ outperforms $R_{n, S D}$ in all cases, $Q_{n}^{2}$ when $\rho=0$ and 0.5 and $Q_{n}^{1}$ when $\rho=0.5$. Figure 1 indicates that $T_{n, D}^{*}$ and $T_{n, D}$ outperform $R_{n, S D}$ for all values of $\nu$ and $\rho$. In addition $T_{n, D}^{*}$ has higher power than $Q_{n}^{2}$ except when $\nu=1$, and $T_{n, D}$ overcomes $Q_{n}^{2}$ except when $\nu=1$ and $\rho=-0.5$. In comparison on $Q_{n}^{1}, T_{n, D}^{*}$ performs better when $k=1,2, v=6,20$ and all values of $\rho$, and $T_{n, D}$ performs better when $k=1$ and $2, v=6,20$ and $\rho=0$ and 0.5 . Indeed, the empirical power of our tests increases as degrees of freedom increases. In Figure 2, superiority of our affine invariant tests is clear in most cases especially for $\rho=0.5$ and $k=1$ and 2 .
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Figure 2: Empirical rejection probabilities (out of 2000 replications) for bivariate sinh-arcsinh distribution with $n=100, \rho=-0.5,0$ and $0.5, \delta_{i}=0.75,1,5$ and $\Delta_{i}=k \eta, i=1,2$, with $\eta=(0.15,0.15)^{\top}$ and $k=0,1,2,3$.

Table 2 provide the empirical rejection probabilities for sample size $n=200$ and for bivariate skew-normal distribution. In Figures 3 and 4, we plot the empirical rejection probabilities against $k$ corresponding to some values of parameters of the same populations and tests with Figures 1 and 2 respectively, for sample size $n=200$. Note that, as expected, the empirical powers increase with the sample size. These simulations lead to almost the same conclusions as in $n=100$.

These simulations demonstrate that our tests are more powerful for small and moderate departures from the null hypothesis and for light-tailed distributions. As expected, the performance of affine invariant tests $T_{n, D}^{*}$ is less affected by changing the value of $\rho$ rather than the orthogonal invariant tests $T_{n, D}$. The results show that, compared to $T_{n, D}^{*}$ test, $T_{n, D}$ performs better when $\rho=0.5$, is comparable when $\rho=0$ and performs worse when $\rho=-0.5$.

Table 2: Empirical rejection probabilities (out of 2000 replications) for bivariate skewnormal distribution with $n=200, \rho=-0.5,0$ and 0.5 , and $\Delta_{i}=k \eta, i=1,2$, with $\eta=(0.15,0.15)^{\top}$ and $k=0,1,2,3$.

| Test | $\rho=-0.5$ |  |  |  | $\rho=0$ |  |  |  | $\rho=0.5$ |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $k=0$ | $k=1$ | $k=2$ | $k=3$ | $k=0$ | $k=1$ | $k=2$ | $k=3$ | $k=0$ | $k=1$ | $k=2$ | $k=3$ |
| $T_{n, S D}^{*}$ | 0.052 | 0.204 | 0.486 | 0.690 | 0.052 | 0.317 | 0.681 | 0.813 | 0.052 | 0.414 | 0.747 | 0.834 |
| $T_{n, H D}^{*}$ | 0.047 | 0.200 | 0.486 | 0.692 | 0.047 | 0.313 | 0.678 | 0.808 | 0.047 | 0.419 | 0.740 | 0.828 |
| $T_{n, M D}^{*}$ | 0.052 | 0.206 | 0.488 | 0.696 | 0.052 | 0.319 | 0.680 | 0.804 | 0.052 | 0.420 | 0.748 | 0.832 |
| $T_{n, S D}$ | 0.050 | 0.122 | 0.276 | 0.387 | 0.053 | 0.311 | 0.652 | 0.776 | 0.050 | 0.554 | 0.888 | 0.921 |
| $T_{n, H D}$ | 0.048 | 0.121 | 0.283 | 0.391 | 0.050 | 0.305 | 0.645 | 0.770 | 0.048 | 0.560 | 0.879 | 0.918 |
| $T_{n, M D}$ | 0.052 | 0.125 | 0.279 | 0.391 | 0.051 | 0.313 | 0.645 | 0.769 | 0.052 | 0.559 | 0.886 | 0.920 |
| $R_{n, S D}$ | 0.049 | 0.061 | 0.117 | 0.250 | 0.049 | 0.076 | 0.218 | 0.519 | 0.049 | 0.093 | 0.347 | 0.754 |
| $Q_{n}^{1}$ | 0.054 | 0.162 | 0.506 | 0.850 | 0.053 | 0.257 | 0.766 | 0.984 | 0.054 | 0.318 | 0.875 | 0.998 |
| $Q_{n}^{2}$ | 0.056 | 0.130 | 0.342 | 0.665 | 0.053 | 0.156 | 0.500 | 0.856 | 0.056 | 0.212 | 0.647 | 0.942 |









Figure 3: Empirical rejection probabilities (out of 2000 replications) for bivariate skew- $t$ distribution with $n=200, \rho=-0.5,0$ and $0.5, \nu=1,6,20$ and $\Delta_{i}=k \eta, i=1,2$, with $\eta=(0.15,0.15)^{\top}$ and $k=0,1,2,3$.

Finally, to complete our simulations, for sample sizes $n=100$ and 200, we generate samples from bivariate perturbed symmetric beta distribution with several choices of the parameters such that different situations of asymmetry can be considered. A thorough investigation of Table 3 and 4 indicated that our tests overcome $R_{n, S D}$ and $Q_{n}^{2}$ in all cases and $Q_{n}^{1}$ in some cases.


Figure 4: Empirical rejection probabilities (out of 2000 replications) for bivariate sinh-arcsinh distribution with $n=200, \rho=-0.5,0$ and $0.5, \delta_{i}=0.75,1,5$ and $\Delta_{i}=k \eta, i=1,2$, with $\eta=(0.15,0.15)^{\top}$ and $k=0,1,2,3$.

Table 3: Empirical rejection probabilities (out of 2000 replications) for bivariate perturbed symmetric beta distribution with $n=100, a, b=0.5,1$ and 3 , $p_{1}=q_{1}=1$ and $p_{2}$ and $q_{2}=0.5,1$ and 2.

| $a, \quad b$ | $p_{2}$ | $q_{2}$ | Test |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  | $T_{n, S D}^{*}$ | $T_{n, H D}^{*}$ | $T_{n, M D}^{*}$ | $T_{n, S D}$ | $T_{n, H D}$ | $T_{n, M D}$ | $R_{n, S D}$ | $Q_{n}^{1}$ | $Q_{n}^{2}$ |
| 3, 3 | 2 | 0.5 | 0.194 | 0.194 | 0.194 | 0.175 | 0.184 | 0.175 | 0.060 | 0.170 | 0.112 |
|  | 1 | , | 0.147 | 0.149 | 0.147 | 0.134 | 0.145 | 0.137 | 0.048 | 0.110 | 0.078 |
|  | 0.5 | 2 | 0.165 | 0.168 | 0.164 | 0.147 | 0.158 | 0.154 | 0.051 | 0.098 | 0.073 |
| 3, 0.5 | 2 | 0.5 | 0.238 | 0.237 | 0.205 | 0.355 | 0.349 | 0.332 | 0.069 | 0.319 | 0.232 |
|  | 1 | 1 | 0.284 | 0.290 | 0.270 | 0.364 | 0.351 | 0.340 | 0.077 | 0.265 | 0.177 |
|  | 0.5 | 2 | 0.598 | 0.604 | 0.619 | 0.636 | 0.632 | 0.618 | 0.163 | 0.415 | 0.216 |
| 1, 1 | 2 | 0.5 | 0.241 | 0.244 | 0.244 | 0.221 | 0.215 | 0.222 | 0.076 | 0.320 | 0.223 |
|  | 1 | 1 | 0.305 | 0.315 | 0.323 | 0.300 | 0.297 | 0.306 | 0.077 | 0.277 | 0.165 |
|  | 0.5 | 2 | 0.581 | 0.593 | 0.606 | 0.558 | 0.573 | 0.585 | 0.165 | 0.397 | 0.201 |
| 0.5, 0.5 | 2 | 0.5 | 0.222 | 0.214 | 0.218 | 0.200 | 0.192 | 0.191 | 0.069 | 0.381 | 0.301 |
|  | 1 | 1 | 0.470 | 0.474 | 0.486 | 0.445 | 0.453 | 0.464 | 0.113 | 0.505 | 0.324 |
|  | 0.5 | 2 | 0.815 | 0.838 | 0.869 | 0.779 | 0.807 | 0.833 | 0.353 | 0.835 | 0.563 |

Table 4: Empirical rejection probabilities (out of 2000 replications) for bivariate perturbed symmetric beta distribution with $n=200, a, b=0.5,1$ and 3 , $p_{1}=q_{1}=1$ and $p_{2}$ and $q_{2}=0.5,1$ and 2.

| $a, \quad b$ | $p_{2}$ | $q_{2}$ | Test |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  | $T_{n, S D}^{*}$ | $T_{n, H D}^{*}$ | $T_{n, M D}^{*}$ | $T_{n, S D}$ | $T_{n, H D}$ | $T_{n, M D}$ | $R_{n, S D}$ | $Q_{n}^{1}$ | $Q_{n}^{2}$ |
| 3, 3 | 2 | 0.5 | 0.310 | 0.303 | 0.310 | 0.300 | 0.299 | 0.300 | 0.087 | 0.329 | 0.204 |
|  | 1 | 1 | 0.252 | 0.250 | 0.250 | 0.235 | 0.237 | 0.233 | 0.083 | 0.194 | 0.120 |
|  | 0.5 | 2 | 0.279 | 0.278 | 0.279 | 0.268 | 0.265 | 0.266 | 0.089 | 0.173 | 0.098 |
| 3, 0.5 | 2 | 0.5 | 0.399 | 0.399 | 0.338 | 0.624 | 0.619 | 0.595 | 0.111 | 0.611 | 0.471 |
|  | 1 | 1 | 0.469 | 0.472 | 0.444 | 0.631 | 0.627 | 0.608 | 0.112 | 0.491 | 0.310 |
|  | 0.5 | 2 | 0.791 | 0.810 | 0.808 | 0.896 | 0.893 | 0.875 | 0.283 | 0.729 | 0.400 |
| 1, 1 | 2 | 0.5 | 0.370 | 0.369 | 0.380 | 0.364 | 0.363 | 0.365 | 0.105 | 0.578 | 0.411 |
|  | 1 | 1 | 0.509 | 0.520 | 0.531 | 0.499 | 0.499 | 0.505 | 0.117 | 0.512 | 0.315 |
|  | 0.5 | 2 | 0.793 | 0.816 | 0.819 | 0.788 | 0.801 | 0.812 | 0.262 | 0.694 | 0.378 |
| 0.5, 0.5 | 2 | 0.5 | 0.352 | 0.350 | 0.352 | 325 | 0.336 | 0.339 | 0.101 | 0.656 | 0.559 |
|  | 1 | 1 | 0.700 | 0.738 | 0.747 | 0.686 | 0.725 | 0.733 | 0.175 | 0.804 | 0.592 |
|  | 0.5 | 2 | 0.916 | 0.935 | 0.931 | 0.913 | 0.934 | 0.943 | 0.594 | 0.993 | 0.891 |

A second Monte Carlo study is provided in order to evaluate the performance of our tests for pure location alternatives. In this study the performance of tests considered in first Monte Carlo study compared with the Hotelling's $T^{2}$ and the tests due to Hallin and Paindaveine [12] computed with the sign score function, van der Waerden score function and Wilcoxson score function and denoted by $H S_{n}, H N_{n}$ and $H R_{n}$, respectively.

We set the sample size as $n=50$. In each setting, 2000 independent random samples were generated to calculate the proportion of replications for which the null hypothesis is rejected. For each replication, the all tests were performed at the significance level $\alpha=0.05$. To examine the finite sample behavior of test statistics under the null and alternative hypotheses, we have simulated samples from the $t$ family of distributions and the exponential power family of distributions. In what follows, we provide an overview of these families.

A $p$-dimensional random vector $\boldsymbol{X}$ has a multivariate $t$-distribution with $\nu$ degree of freedom if its density function has the form

$$
f_{\boldsymbol{\mu}, \boldsymbol{\Sigma}}(\boldsymbol{x})=\frac{\Gamma((p+v) / 2)}{\Gamma(v / 2)(\pi v)^{p / 2}}|\boldsymbol{\Sigma}|^{-1 / 2}\left[1+\frac{1}{v}(\boldsymbol{x}-\boldsymbol{\mu})^{\top} \boldsymbol{\Sigma}^{-1}(\boldsymbol{x}-\boldsymbol{\mu})\right]^{-(p+v) / 2}
$$

where $\boldsymbol{\mu}=\left(\mu_{1}, \ldots, \mu_{p}\right)^{\boldsymbol{T}} \in \mathbb{R}^{p}$ and $\boldsymbol{\Sigma}$ is a symmetric $p \times p$ positive definite matrix.
The density function of a $p$-dimensional random vector $\boldsymbol{X}$ from the exponential power family of distributions is

$$
f_{\boldsymbol{\mu}, \boldsymbol{\Sigma}}(\boldsymbol{x})=\frac{v \Gamma(p / 2)}{\Gamma(p+2 v)\left(\pi c_{0}\right)^{p / 2}}|\boldsymbol{\Sigma}|^{-1 / 2} \exp \left\{-\frac{(\boldsymbol{x}-\boldsymbol{\mu})^{\top} \boldsymbol{\Sigma}^{-1}(\boldsymbol{x}-\boldsymbol{\mu})}{c_{0}}\right\}^{v}
$$

where

$$
c_{0}=\frac{p \Gamma(p / 2 v)}{\Gamma((p+2) / 2 v)}
$$

and $\boldsymbol{\mu}$ and $\boldsymbol{\Sigma}$ are defined as above.

We generate samples from the aforementioned distribution families with $\boldsymbol{\Sigma}=\boldsymbol{I}$ and $\boldsymbol{\mu}=k \boldsymbol{\Delta}$ with $\boldsymbol{\Delta}=(0.2,0.2)^{\top}$ and $\boldsymbol{\Delta}=(0.1,0.1)^{\top}$ for the $t$ family of distributions and the exponential power family of distributions, respectively and $k=0,1,2,3$. We consider $\nu=1$, 6 and 10 for $t$-distribution family and $\nu=0.5,1$ and 2 for the exponential power family of distributions.

Inspection of Tables 5 and 6 demonstrated that the performance of our tests is comparable to the other tests. The proposed tests overcome $R_{n, S D}$ and $Q_{n}^{2}$ in most cases and $Q_{n}^{1}$ in some cases. It worth to note that all tests which are defined in the similar way of our proposed test e.g. $R_{n, S D}, Q_{n}^{1}$ and $Q_{n}^{2}$ are not expected to perform as well as $T^{2}, H S_{n}, H N_{n}$ and $H R_{n}$. In other hand, the results confirm that the performance of our test statistics is not affected by different depth ranking.

Table 5: Empirical rejection probabilities (out of 2000 replications) for bivariate $t$-distribution with $n=50, \boldsymbol{\Sigma}=\boldsymbol{I}, \nu=1,6,20$ and $\boldsymbol{\mu}=k \boldsymbol{\Delta}$ with $\boldsymbol{\Delta}=(0.2,0.2)^{\top}$ and $k=0,1,2,3$.

| Test | $\nu=1$ |  |  |  | $\nu=6$ |  |  |  | $\nu=20$ |  |  |  |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $k=0$ | $k=1$ | $k=2$ | $k=3$ | $k=0$ | $k=1$ | $k=2$ | $k=3$ | $k=0$ | $k=1$ | $k=2$ | $k=3$ |
| $T^{2}$ | 0.015 | 0.033 | 0.084 | 0.164 | 0.058 | 0.287 | 0.809 | 0.987 | 0.056 | 0.374 | 0.911 | 1 |
| $H S_{n}$ | 0.050 | 0.203 | 0.634 | 0.902 | 0.053 | 0.285 | 0.805 | 0.993 | 0.054 | 0.322 | 0.851 | 1 |
| $H N_{n}$ | 0.040 | 0.122 | 0.351 | 0.622 | 0.048 | 0.270 | 0.801 | 0.988 | 0.049 | 0.345 | 0.894 | 1 |
| $H R_{n}$ | 0.044 | 0.120 | 0.343 | 0.599 | 0.049 | 0.279 | 0.804 | 0.988 | 0.057 | 0.354 | 0.901 | 1 |
| $T_{n, S D}^{*}$ | 0.042 | 0.085 | 0.150 | 0.431 | 0.050 | 0.212 | 0.542 | 0.757 | 0.056 | 0.236 | 0.601 | 0.7715 |
| $T_{n, H D}^{*}$ | 0.040 | 0.083 | 0.146 | 0.425 | 0.053 | 0.204 | 0.541 | 0.750 | 0.056 | 0.223 | 0.592 | 0.768 |
| $T_{n, M D}^{*}$ | 0.039 | 0.093 | 0.156 | 0.432 | 0.051 | 0.205 | 0.526 | 0.724 | 0.060 | 0.234 | 0.593 | 0.762 |
| $T_{n, S D}$ | 0.052 | 0.100 | 0.171 | 0.429 | 0.046 | 0.188 | 0.523 | 0.749 | 0.047 | 0.219 | 0.570 | 0.762 |
| $T_{n, H D}$ | 0.050 | 0.104 | 0.173 | 0.435 | 0.047 | 0.182 | 0.520 | 0.746 | 0.048 | 0.216 | 0.575 | 0.761 |
| $T_{n, M D}$ | 0.051 | 0.090 | 0.155 | 0.389 | 0.045 | 0.183 | 0.510 | 0.722 | 0.048 | 0.223 | 0.567 | 0.749 |
| $R_{n, S D}$ | 0.038 | 0.073 | 0.105 | 0.342 | 0.040 | 0.085 | 0.229 | 0.569 | 0.040 | 0.090 | 0.287 | 0.650 |
| $Q_{n}^{1}$ | 0.057 | 0.223 | 0.450 | 0.937 | 0.066 | 0.203 | 0.671 | 0.945 | 0.058 | 0.197 | 0.661 | 0.946 |
| $Q_{n}^{2}$ | 0.039 | 0.160 | 0.338 | 0.862 | 0.049 | 0.121 | 0.412 | 0.791 | 0.038 | 0.106 | 0.386 | 0.787 |

Table 6: Empirical rejection probabilities (out of 2000 replications) for bivariate power family of distributions with $n=50, \boldsymbol{\Sigma}=\boldsymbol{I}, \nu=0.5,1,2$ and $\boldsymbol{\mu}=k \boldsymbol{\Delta}$ with $\boldsymbol{\Delta}=(0.1,0.1)^{\top}$ and $k=0,1,2,3$.

| Test | $\nu=0.5$ |  |  |  | $\nu=1$ |  |  |  | $\nu=2$ |  |  |  |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $k=0$ | $k=1$ | $k=2$ | $k=3$ | $k=0$ | $k=1$ | $k=2$ | $k=3$ | $k=0$ | $k=1$ | $k=2$ | $k=3$ |
| $T^{2}$ | 0.044 | 0.161 | 0.515 | 0.867 | 0.048 | 0.392 | 0.940 | 1 | 0.043 | 0.468 | 0.981 | 1 |
| $H S_{n}$ | 0.043 | 0.203 | 0.633 | 0.930 | 0.044 | 0.311 | 0.873 | 1 | 0.047 | 0.317 | 0.868 | 0.999 |
| $H N_{n}$ | 0.036 | 0.158 | 0.528 | 0.864 | 0.038 | 0.348 | 0.917 | 1 | 0.036 | 0.447 | 0.978 | 1 |
| $H R_{n}$ | 0.040 | 0.155 | 0.519 | 0.849 | 0.044 | 0.361 | 0.922 | 1 | 0.038 | 0.467 | 0.982 | 1 |
| $T_{n, S D}^{*}$ | 0.053 | 0.127 | 0.355 | 0.601 | 0.054 | 0.241 | 0.619 | 0.782 | 0.048 | 0.282 | 0.669 | 0.793 |
| $T_{n, H D}^{*}$ | 0.056 | 0.133 | 0.363 | 0.605 | 0.057 | 0.240 | 0.612 | 0.775 | 0.051 | 0.282 | 0.671 | 0.779 |
| $T_{n, M D}^{*}$ | 0.054 | 0.130 | 0.349 | 0.570 | 0.055 | 0.248 | 0.618 | 0.761 | 0.044 | 0.289 | 0.685 | 0.793 |
| $T_{n, S D}$ | 0.049 | 0.118 | 0.344 | 0.583 | 0.047 | 0.214 | 0.605 | 0.777 | 0.036 | 0.273 | 0.646 | 0.784 |
| $T_{n, H D}$ | 0.046 | 0.120 | 0.343 | 0.596 | 0.046 | 0.210 | 0.604 | 0.772 | 0.041 | 0.268 | 0.648 | 0.772 |
| $T_{n, M D}$ | 0.048 | 0.123 | 0.335 | 0.565 | 0.048 | 0.222 | 0.600 | 0.758 | 0.035 | 0.273 | 0.660 | 0.786 |
| $R_{n, S D}$ | 0.044 | 0.057 | 0.133 | 0.322 | 0.038 | 0.095 | 0.288 | 0.676 | 0.042 | 0.090 | 0.362 | 0.763 |
| $Q_{n}^{1}$ | 0.049 | 0.179 | 0.524 | 0.854 | 0.045 | 0.185 | 0.640 | 0.949 | 0.059 | 0.141 | 0.533 | 0.935 |
| $Q_{n}^{2}$ | 0.035 | 0.118 | 0.366 | 0.670 | 0.037 | 0.099 | 0.350 | 0.763 | 0.041 | 0.070 | 0.233 | 0.683 |

## 5. CONCLUSION

This paper concerns with the problem of detecting central symmetry of a bivariate distribution. To this end, based on depth function, we introduced a family of signed-rank test which is orthogonal invariant and distribution-free. Affine invariant tests were obtained by applying our proposed test to the standardized data with Tyler's matrix. The proposed orthogonal and affine invariant tests have the same asymptotic properties. In simulation study, the finite sample behavior of the proposed test procedure was evaluated over distributions family from very light to very heavy-tailed distributions with different kinds of skewness. The simulations confirmed that our affine invariant tests successfully can distinguish different asymmetries and shifting the location parameter. Moreover, we observed that they performed as good as their competitors and actually in many cases they even outperform them.

## A. APPENDIX

Proof of Theorem 3.1: According to the construction of $\boldsymbol{Z}_{n i}$, it is clear that $\boldsymbol{Z}_{n i}=$ $\boldsymbol{B}_{\boldsymbol{X}_{n}} \boldsymbol{X}_{i}, i=1, \ldots, n$, where

$$
\boldsymbol{B}_{\boldsymbol{X}_{n}}=\left[\begin{array}{rr}
\cos \left(\frac{\pi}{2}-\theta_{\boldsymbol{M}_{n}}\right) & -\sin \left(\frac{\pi}{2}-\theta_{\boldsymbol{M}_{n}}\right)  \tag{A.1}\\
\sin \left(\frac{\pi}{2}-\theta_{\boldsymbol{M}_{n}}\right) & \cos \left(\frac{\pi}{2}-\theta_{\boldsymbol{M}_{n}}\right)
\end{array}\right] .
$$

Let $\boldsymbol{A}$ be an arbitrary $2 \times 2$ orthogonal matrix. Define $\widetilde{\boldsymbol{Z}}_{n i}=\boldsymbol{B}_{\boldsymbol{A} \boldsymbol{X}_{n}} \boldsymbol{A} \boldsymbol{X}_{i}$ for all $i=1, \ldots, n$, where

$$
\boldsymbol{B}_{\boldsymbol{A} \boldsymbol{X}_{n}}=\left[\begin{array}{rr}
\cos \left(\frac{\pi}{2}-\theta_{\tilde{\boldsymbol{M}}_{n}}\right) & -\sin \left(\frac{\pi}{2}-\theta_{\tilde{\boldsymbol{M}}_{n}}\right) \\
\sin \left(\frac{\pi}{2}-\theta_{\tilde{\boldsymbol{M}}_{n}}\right) & \cos \left(\frac{\pi}{2}-\theta_{\tilde{\boldsymbol{M}}_{n}}\right)
\end{array}\right]
$$

with $\theta_{\tilde{\boldsymbol{M}}_{n}} \in[0, \pi)$, as the angle between horizontal-axis and the sample median $\tilde{\boldsymbol{M}}_{n}$ that is obtained in the same way as $\boldsymbol{M}_{n}$, through $\boldsymbol{A} \boldsymbol{X}_{i}$ 's instead of $\boldsymbol{X}_{i}$ 's, $i=1, \ldots, n$. The orthogonality of matrix $\boldsymbol{A}$ implies that there exists an angle $\alpha \in[0,2 \pi)$ such that

$$
\boldsymbol{A}=\left[\begin{array}{rr}
\cos (\alpha) & -\sin (\alpha)  \tag{A.2}\\
\sin (\alpha) & \cos (\alpha)
\end{array}\right] \quad \text { or } \quad \boldsymbol{A}=\left[\begin{array}{rr}
\cos (\alpha) & \sin (\alpha) \\
\sin (\alpha) & -\cos (\alpha)
\end{array}\right]
$$

Property P1 of the sample depth function shows that

$$
\begin{equation*}
\tilde{\boldsymbol{M}}_{n}=\boldsymbol{A} \boldsymbol{M}_{n} \tag{A.3}
\end{equation*}
$$

Let matrix $\boldsymbol{A}$ be defined as the left side of (A.2), then (A.3) results in

$$
\theta_{\tilde{\boldsymbol{M}}_{n}}=\left\{\begin{array}{lc}
\alpha+\theta_{\boldsymbol{M}_{n}}, & 0 \leq \alpha+\theta_{\boldsymbol{M}_{n}}<\pi \\
\alpha+\theta_{\boldsymbol{M}_{n}}-\pi, & \pi \leq \alpha+\theta_{\boldsymbol{M}_{n}}<2 \pi \\
\alpha+\theta_{\boldsymbol{M}_{n}}-2 \pi, & 2 \pi \leq \alpha+\theta_{\boldsymbol{M}_{n}}<3 \pi
\end{array}\right.
$$

Using the trigonometric relationships, it is straightforward to verify that $\boldsymbol{B}_{\boldsymbol{A} \boldsymbol{X}_{n}} \boldsymbol{A}=\boldsymbol{B}_{\boldsymbol{X}_{n}}$, or $\boldsymbol{B}_{\boldsymbol{A} \boldsymbol{X}_{n}} \boldsymbol{A}=-\boldsymbol{B}_{\boldsymbol{X}_{n}}$. Thus

$$
\begin{equation*}
\widetilde{\boldsymbol{Z}}_{n i}=\boldsymbol{Z}_{n i} \quad \text { or } \quad \widetilde{\boldsymbol{Z}}_{n i}=-\boldsymbol{Z}_{n i}, \quad i=1, \ldots, n \tag{A.4}
\end{equation*}
$$

Now, let matrix $\boldsymbol{A}$ be according to the right side of (A.2), similarly we have

$$
\theta_{\tilde{\boldsymbol{M}}_{n}}=\left\{\begin{array}{lr}
\alpha-\theta_{\boldsymbol{M}_{n}}+\pi, & -\pi<\alpha-\theta_{\boldsymbol{M}_{n}}<0 \\
\alpha-\theta_{\boldsymbol{M}_{n}}, & 0 \leq \alpha-\theta_{M_{n}}<\pi \\
\alpha-\theta_{\boldsymbol{M}_{n}}-\pi, & \pi \leq \alpha-\theta_{M_{n}}<2 \pi
\end{array}\right.
$$

and

$$
\boldsymbol{B}_{\boldsymbol{A} \boldsymbol{X}_{n}} \boldsymbol{A}=\left[\begin{array}{cc}
-1 & 0 \\
0 & 1
\end{array}\right] \boldsymbol{B}_{\boldsymbol{X}_{n}} \quad \text { or } \quad \boldsymbol{B}_{\boldsymbol{A} \boldsymbol{X}_{n}} \boldsymbol{A}=\left[\begin{array}{cc}
1 & 0 \\
0 & -1
\end{array}\right] \boldsymbol{B}_{\boldsymbol{X}_{n}}
$$

Hence

$$
\begin{equation*}
\widetilde{\boldsymbol{Z}}_{n i}=\left(-\boldsymbol{Z}_{n i 1}, \boldsymbol{Z}_{n i 2}\right)^{\top} \quad \text { or } \quad \widetilde{\boldsymbol{Z}}_{n i}=\left(\boldsymbol{Z}_{n i 1},-\boldsymbol{Z}_{n i 2}\right)^{\top}, \quad i=1, \ldots, n \tag{A.5}
\end{equation*}
$$

The proof of affine invariance of $T_{n, D}$ will be completed by using (A.4), (A.5) and property P1 of the sample depth function.

Proof of Theorem 3.2: Under the null hypothesis, $\boldsymbol{X}_{1}, \ldots, \boldsymbol{X}_{n}$ are i.i.d. from $F$, where $F(\cdot)$ is centrally symmetric distribution about the origin. Hence, we have

$$
\begin{equation*}
\left(\boldsymbol{X}_{1}, \ldots, \boldsymbol{X}_{n}\right) \stackrel{d}{=}\left(\eta_{1} \boldsymbol{X}_{1}, \ldots, \eta_{n} \boldsymbol{X}_{n}\right) \tag{A.6}
\end{equation*}
$$

where $\eta_{i}$ 's, $i=1, \ldots, n$, are i.i.d. random variables taking the values 1 and -1 each with probability $1 / 2$. It is clear that

$$
\begin{equation*}
\left( \pm \boldsymbol{X}_{1}, \ldots, \pm \boldsymbol{X}_{n}\right)=\left( \pm \eta_{1} \boldsymbol{X}_{1}, \ldots, \pm \eta_{n} \boldsymbol{X}_{n}\right) \tag{A.7}
\end{equation*}
$$

Additionally, $\boldsymbol{M}_{n} \equiv \boldsymbol{M}\left(\boldsymbol{X}_{1}, \ldots, \boldsymbol{X}_{n}\right)$ is considered as a point with maximum sample depth with respect to the symmetrized sample $\left( \pm \boldsymbol{X}_{1}, \ldots, \pm \boldsymbol{X}_{n}\right)$ (if there is more than one sample point with the highest depth value, $\boldsymbol{M}_{n}$ will be defined as the point with minimum index among those data points). By this definition of $\boldsymbol{M}_{n}$, there exists $i \in\{1, \ldots, n\}$ such that

$$
\begin{equation*}
\boldsymbol{M}\left(\boldsymbol{X}_{1}, \ldots, \boldsymbol{X}_{n}\right)=\boldsymbol{X}_{i} \tag{A.8}
\end{equation*}
$$

From property P1 and equation (A.7),

$$
\begin{equation*}
\boldsymbol{M}\left(\eta_{1} \boldsymbol{X}_{1}, \ldots, \eta_{n} \boldsymbol{X}_{n}\right)=\eta_{i} \boldsymbol{X}_{i} \tag{A.9}
\end{equation*}
$$

Hence from (A.8) and (A.9), we have

$$
\begin{equation*}
\boldsymbol{M}\left(\boldsymbol{X}_{1}, \ldots, \boldsymbol{X}_{n}\right)=\eta \boldsymbol{M}\left(\eta_{1} \boldsymbol{X}_{1}, \ldots, \eta_{n} \boldsymbol{X}_{n}\right) \tag{A.10}
\end{equation*}
$$

where $\eta=1$ or -1 . Thus $\boldsymbol{B}_{\boldsymbol{X}_{n}}$ where is defined as (A.1) will be same whether it is obtained from either $\boldsymbol{X}_{1}, \ldots, \boldsymbol{X}_{n}$ or $\eta_{1} \boldsymbol{X}_{1}, \ldots, \eta_{n} \boldsymbol{X}_{n}$. Hence (A.6) implies that

$$
\begin{equation*}
\left(\boldsymbol{B}_{\boldsymbol{X}_{n}} \boldsymbol{X}_{1}, \ldots, \boldsymbol{B}_{\boldsymbol{X}_{n}} \boldsymbol{X}_{n}\right) \stackrel{d}{=}\left(\eta_{1} \boldsymbol{B}_{\boldsymbol{X}_{n}} \boldsymbol{X}_{1}, \ldots, \eta_{n} \boldsymbol{B}_{\boldsymbol{X}_{n}} \boldsymbol{X}_{n}\right) \tag{A.11}
\end{equation*}
$$

This yields that $\delta_{n i}$ 's, $i=1, \ldots, n$, are independent and identically distributed random variables that take the values 1 and -1 with probability $1 / 2$. Let $\boldsymbol{Z}_{n i}=\delta_{n i} \boldsymbol{Y}_{n i}$, where $\boldsymbol{Y}_{n i}=\left(Y_{n i 1}, Y_{n i 2}\right)^{\top}$
for all $i=1, \ldots, n$. (A.11) denotes that $\boldsymbol{Z}_{n 1}, \ldots, \boldsymbol{Z}_{n n}$ distributed as centrally symmetric random vectors about origin. Thus, for $\boldsymbol{y}=\left(y_{1}, y_{2}\right)^{\top} \in \mathbb{R}^{2}$ and $i=1, \ldots, n$,

$$
\begin{aligned}
P_{H_{0}}\left(Y_{n i 1} \leq y_{1}, Y_{n i 2} \leq y_{2}, \delta_{n i}=1\right) & =P_{H_{0}}\left(\delta_{n i} Y_{n i 1} \leq y_{1}, \delta_{n i} Y_{n i 2} \leq y_{2}, \delta_{n i}=1\right) \\
& =P_{H_{0}}\left(Z_{n i 1} \leq y_{1}, Z_{n i 2} \leq y_{2}, \delta_{n i}=1\right) \\
& =P_{H_{0}}\left(Z_{n i 1} \leq y_{1}, Z_{n i 2} \leq y_{2}, Z_{n i 2}>0\right) \\
& =P_{H_{0}}\left(Z_{n i 1} \leq y_{1}, 0<Z_{n i 2} \leq y_{2}\right) \\
& =P_{H_{0}}\left(-Z_{n i 1} \leq y_{1}, 0<-Z_{n i 2} \leq y_{2}\right) \\
& =P_{H_{0}}\left(Z_{n i 1} \geq-y_{1},-y_{2} \leq Z_{n i 2}<0\right) \\
& =P_{H_{0}}\left(Z_{n i 1} \geq-y_{1}, Z_{n i 2} \geq-y_{2}, Z_{n i 2}<0\right) \\
& =P_{H_{0}}\left(-Z_{n i 1} \leq y_{1},-Z_{n i 2} \leq y_{2}, \delta_{n i}=-1\right) \\
& =P_{H_{0}}\left(\delta_{n i} Z_{n i 1} \leq y_{1}, \delta_{n i} Z_{n i 2} \leq y_{2}, \delta_{n i}=-1\right) \\
& =P_{H_{0}}\left(Y_{n i 1} \leq y_{1}, Y_{n i 2} \leq y_{2}, \delta_{n i}=-1\right)
\end{aligned}
$$

and, for $j \neq i$,

$$
\begin{aligned}
P_{H_{0}}\left(Y_{n i 1} \leq y_{1}, Y_{n i 2} \leq y_{2}, \delta_{n j}=1\right)= & P_{H_{0}}\left(Y_{n i 1} \leq y_{1}, Y_{n i 2} \leq y_{2}, \delta_{n i}=1, \delta_{n j}=1\right) \\
& +P_{H_{0}}\left(Y_{n i 1} \leq y_{1}, Y_{n i 2} \leq y_{2}, \delta_{n i}=-1, \delta_{n j}=1\right) \\
= & P_{H_{0}}\left(Z_{n i 1} \leq y_{1}, Z_{n i 2} \leq y_{2}, Z_{n i 2}>0, Z_{n j 2}>0\right) \\
& +P_{H_{0}}\left(Z_{n i 1} \geq-y_{1}, Z_{n i 2} \geq-y_{2}, Z_{n i 2}<0, Z_{n j 2}>0\right) \\
= & P_{H_{0}}\left(Z_{n i 1} \leq y_{1}, Z_{n i 2} \leq y_{2}, Z_{n i 2}>0, Z_{n j 2}<0\right) \\
& +P_{H_{0}}\left(Z_{n i 1} \geq-y_{1}, Z_{n i 2} \geq-y_{2}, Z_{n i 2}<0, Z_{n j 2}<0\right) \\
= & P_{H_{0}}\left(Y_{n i 1} \leq y_{1}, Y_{n i 2} \leq y_{2}, \delta_{n i}=1, \delta_{n j}=-1\right) \\
& +P_{H_{0}}\left(Y_{n i 1} \leq y_{1}, Y_{n i 2} \leq y_{2}, \delta_{n i}=-1, \delta_{n j}=-1\right) \\
= & P_{H_{0}}\left(Y_{n i 1} \leq y_{1}, Y_{n i 2} \leq y_{2}, \delta_{n j}=-1\right) .
\end{aligned}
$$

Hence these imply that $\delta_{n i}$, for $i=1, \ldots, n$, is independent of $\boldsymbol{Y}_{n 1}, \ldots, \boldsymbol{Y}_{n n}$. Now, suppose that $F_{\boldsymbol{Z}_{n}}^{s}$ and $F_{\boldsymbol{Y}_{n}}^{s}$ be the sample distribution functions of $\left\{ \pm \boldsymbol{Z}_{n 1}, \ldots, \pm \boldsymbol{Z}_{n n}\right\}$ and $\left\{ \pm \boldsymbol{Y}_{n 1}, \ldots, \pm \boldsymbol{Y}_{n n}\right\}$, respectively. Since $\left\{ \pm \boldsymbol{Z}_{n 1}, \ldots, \pm \boldsymbol{Z}_{n n}\right\}=\left\{ \pm \boldsymbol{Y}_{n 1}, \ldots, \pm \boldsymbol{Y}_{n n}\right\}$, it is clear that $F_{\boldsymbol{Z}_{n}}^{s}=F_{\boldsymbol{Y}_{n}}^{s}$. This equality, along with $D\left(\boldsymbol{Z}_{n i}, F_{\boldsymbol{Z}_{n}}^{s}\right)=D\left(-\boldsymbol{Z}_{n i}, F_{\boldsymbol{Z}_{n}}^{s}\right)$ (resulted from property P1 by considering $\boldsymbol{A}=$ $-I_{2}$ and $\boldsymbol{b}=\mathbf{0}$ ) conclude that $D\left(\boldsymbol{Z}_{n i}, F_{\boldsymbol{Z}_{n}}^{s}\right)=D\left(\boldsymbol{Y}_{n i}, F_{\boldsymbol{Y}_{n}}^{s}\right)$, for all $i=1, \ldots, n$. Additionally, from property P1 of the sample depth function and Remark 2.1, we see that $D\left(\boldsymbol{X}_{i}, F_{n}^{s}\right)=$ $D\left(\boldsymbol{Z}_{n i}, F_{\boldsymbol{Z}_{n}}^{s}\right)$. Hence $D\left(\boldsymbol{X}_{i}, F_{n}^{s}\right)=D\left(\boldsymbol{Y}_{n i}, F_{\boldsymbol{Y}_{n}}^{s}\right)$. This shows that $R_{i}$ is a function of $\boldsymbol{Y}_{n 1}, \ldots, \boldsymbol{Y}_{n n}$ and thus is independent of $\delta_{n i}, i=1,2, \ldots, n$. Under null hypothesis, $R_{1}, \ldots, R_{n}$ have the discrete uniform distribution on $\{1, \ldots, n\}$. Then the expectation and variance of $T_{n, D}^{1 / 2}$ are given as

$$
E\left(T_{n, D}^{1 / 2}\right)=\sqrt{\frac{6}{n(n+1)(2 n+1)}} E\left(\sum_{i=1}^{n} \delta_{i n} R_{i}\right)=0
$$

and
$\operatorname{Var}\left(T_{n, D}^{1 / 2}\right)=\frac{6}{n(n+1)(2 n+1)} \sum_{i=1}^{n} E\left(R_{i}{ }^{2}\right)+\frac{6}{n(n+1)(2 n+1)} \sum_{\substack{i=1 \\ i=1}}^{n} E\left(\delta_{n i} \delta_{n j} R_{i} R_{j}\right)=1$, respectively. Because of the dependency between summands in $T_{n, D}^{1 / 2}$, the central limit theory
is not applied. In the other hand, $T_{n, D}^{1 / 2}$ is equal in distribution to

$$
K_{n}=\sqrt{\frac{6}{n(n+1)(2 n+1)}} \sum_{i=1}^{n} \delta_{i} i
$$

where $\delta_{i}$ 's, $i=1, \ldots, n$, are independent random variables with probability $1 / 2$ of being 1 or -1 . Since $K_{n}$ is sum of independent random variables and the Lyapunov's condition

$$
\lim _{n \rightarrow \infty}\left(\sqrt{\frac{6}{n(n+1)(2 n+1)}}\right)^{(2+\delta)} \sum_{i=1}^{n}\left(E\left|\delta_{i} i\right|\right)^{(2+\delta)}=\lim _{n \rightarrow \infty}\left(\frac{n^{3}}{3}\right)^{-(2+\delta) / 2} \sum_{i=1}^{n} i^{2+\delta}=0
$$

is satisfied for $\delta=1$, then the asymptotic null distribution is obtained by Lyapunov's central limit theorem.

Proof of Theorem 3.3: It is clear that $\boldsymbol{V}_{n i}=\boldsymbol{B}_{\boldsymbol{W}_{n}} \boldsymbol{W}_{n i}, i=1, \ldots, n$, where

$$
\boldsymbol{B}_{\boldsymbol{W}_{n}}=\left[\begin{array}{rr}
\cos \left(\frac{\pi}{2}-\theta_{M_{\boldsymbol{W}_{n}}}\right) & -\sin \left(\frac{\pi}{2}-\theta_{M_{\boldsymbol{W}_{n}}}\right)  \tag{A.12}\\
\sin \left(\frac{\pi}{2}-\theta_{\boldsymbol{M}_{\boldsymbol{W}_{n}}}\right) & \cos \left(\frac{\pi}{2}-\theta_{\boldsymbol{M}_{\boldsymbol{W}_{n}}}\right)
\end{array}\right]
$$

Let $\boldsymbol{A}$ be an arbitrary $2 \times 2$ nonsingular matrix and define $\tilde{\boldsymbol{V}}_{n i}=\boldsymbol{B}_{\boldsymbol{A} \boldsymbol{W}_{n}} \widetilde{\boldsymbol{W}}_{n i}$, where

$$
\boldsymbol{B}_{\boldsymbol{A} \boldsymbol{W}_{n}}=\left[\begin{array}{rr}
\cos \left(\frac{\pi}{2}-\theta_{\tilde{M}_{W_{n}}}\right) & -\sin \left(\frac{\pi}{2}-\theta_{\tilde{M}_{W_{n}}}\right) \\
\sin \left(\frac{\pi}{2}-\theta_{\tilde{\boldsymbol{M}}_{W_{n}}}\right) & \cos \left(\frac{\pi}{2}-\theta_{\tilde{M}_{W_{n}}}\right)
\end{array}\right]
$$

with $\theta_{\tilde{\boldsymbol{M}}_{\boldsymbol{W}_{n}}} \in[0, \pi)$, as the angle between horizontal-axis and the sample median $\tilde{\boldsymbol{M}}_{\boldsymbol{W}_{n}}$ that is obtained in the same way as $\boldsymbol{M}_{\boldsymbol{W}_{n}}$, through $\widetilde{\boldsymbol{W}}_{n i}$ 's instead of $\boldsymbol{W}_{n i}$ 's, $i=1, \ldots, n$. Moreover, $\widetilde{\boldsymbol{W}}_{n i}=\boldsymbol{\Gamma}_{\boldsymbol{A} \boldsymbol{X}_{n}} \boldsymbol{A} \boldsymbol{X}_{i}$, where $\boldsymbol{\Gamma}_{\boldsymbol{A} \boldsymbol{X}_{n}}$ is Tyler's matrix defined in terms of the transformed data points $\boldsymbol{A} \boldsymbol{X}_{i}$, for all $i=1, \ldots, n$.

If $n>2$, Randles [36] indicated that $\boldsymbol{\Gamma}_{n}$ satisfies the condition

$$
\begin{equation*}
\boldsymbol{A}^{\top} \boldsymbol{\Gamma}_{\boldsymbol{A} \boldsymbol{X}_{n}}^{\top} \boldsymbol{\Gamma}_{\boldsymbol{A} \boldsymbol{X}_{n}} \boldsymbol{A}=k \boldsymbol{\Gamma}_{n}^{\top} \boldsymbol{\Gamma}_{n} \tag{A.13}
\end{equation*}
$$

where $k$ is a positive scalar that may depends on $\boldsymbol{A}$ and the data. This equation clearly shows that there exists an orthogonal matrix $\boldsymbol{H}=k^{-1 / 2} \boldsymbol{\Gamma}_{\boldsymbol{A} \boldsymbol{X}_{n}} \boldsymbol{A} \boldsymbol{\Gamma}_{n}^{-1}$ such that

$$
\begin{equation*}
\sqrt{k} \boldsymbol{H} \boldsymbol{\Gamma}_{n}=\boldsymbol{\Gamma}_{\boldsymbol{A} \boldsymbol{X}_{n}} \boldsymbol{A} \tag{A.14}
\end{equation*}
$$

It follows easily that

$$
\begin{equation*}
\widetilde{\boldsymbol{W}}_{n i}=\boldsymbol{\Gamma}_{\boldsymbol{A} \boldsymbol{X}_{n}} \boldsymbol{A} \boldsymbol{X}_{i}=\sqrt{k} \boldsymbol{H} \boldsymbol{\Gamma}_{n} \boldsymbol{X}_{i}=\sqrt{k} \boldsymbol{H} \boldsymbol{W}_{n i} \tag{A.15}
\end{equation*}
$$

Additionally, property P1 of the sample depth function along with Remark 2.1 and equation (A.15) show that $\tilde{\boldsymbol{M}}_{\boldsymbol{W}_{n}}=\sqrt{k} \boldsymbol{H} \boldsymbol{M}_{\boldsymbol{W}_{n}}$. Thus, the result follows from Theorem 3.1.

Proof of Theorem 3.4: The Tyler's matrix $\boldsymbol{\Gamma}_{n} \equiv \boldsymbol{\Gamma}\left(\boldsymbol{X}_{1}, \ldots, \boldsymbol{X}_{n}\right)$ is invariant under sign changes among the $\boldsymbol{X}_{i}$ 's (Randles [36]), that is

$$
\begin{equation*}
\boldsymbol{\Gamma}\left(\boldsymbol{X}_{1}, \ldots, \boldsymbol{X}_{n}\right)=\boldsymbol{\Gamma}\left(\eta_{1} \boldsymbol{X}_{1}, \ldots, \eta_{n} \boldsymbol{X}_{n}\right) \tag{A.16}
\end{equation*}
$$

Hence, by (A.6) we have

$$
\begin{equation*}
\left(\boldsymbol{B}_{\boldsymbol{W}_{n}} \boldsymbol{\Gamma}_{n} \boldsymbol{X}_{1}, \ldots, \boldsymbol{B}_{\boldsymbol{W}_{n}} \boldsymbol{\Gamma}_{n} \boldsymbol{X}_{n}\right) \stackrel{d}{=}\left(\eta_{1} \boldsymbol{B}_{\boldsymbol{W}_{n}} \boldsymbol{\Gamma}_{n} \boldsymbol{X}_{1}, \ldots, \eta_{n} \boldsymbol{B}_{\boldsymbol{W}_{n}} \boldsymbol{\Gamma}_{n} \boldsymbol{X}_{n}\right) \tag{A.17}
\end{equation*}
$$

where $\boldsymbol{B}_{\boldsymbol{W}_{n}}$ is defined as (A.12). Additionally, from property P1 of the sample depth function and Remark 2.1, it is straightforward to verify that $R_{n i}=R_{i}$ for all $i=1, \ldots, n$. The rest of the proof proceeds as in Theorem 3.2.
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#### Abstract

: - This study considers prediction intervals for time series and applies the results to portfolio selection. The dynamics of the high and low underlying returns are depicted by time series models, which lead to a prediction interval of future returns. We propose an innovative criterion for portfolio selection based on the prediction interval. A new concept of coherent risk measures for the interval of returns is introduced. An empirical study is conducted with the stocks of the Dow Jones Industrial Average Index. A self-financing trading strategy is established by daily reallocating the holding positions via the proposed portfolio selection criterion. The numerical results indicate that the proposed prediction interval has promising coverage, efficiency and accuracy for prediction. The proposed portfolio selection criterion constructed from the prediction intervals is capable of suggesting an optimal portfolio according to the economic conditions.
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## 1. INTRODUCTION

We propose to obtain prediction intervals of a time series by constructing intervalvalued time series (ITS) models. The proposed method is used to integrate the information of the daily high, low and closing prices of a stock and is applied to the problem of portfolio selection. Optimal portfolio selection has been extensively discussed in the fields of financial investment and risk management. Markowitz [22, 23] introduced a mean-variance portfolio optimization procedure by using the standard deviation of a portfolio as the measure of risk and assuming that the returns of the underlying assets are independent and identically distributed (i.i.d.). During the past decade, risk measures other than the standard deviation have been considered for selecting investment portfolios. For example, the value-at-risk (VaR), conditional VaR (CVaR) and spectral risk measure (SRM) are commonly used risk measures by market practitioners and analysts in the recent literature on portfolio selection (Rockafellar and Uryasev [25, 26], Acerbi [1], Krokhmal et al. [20] and Adam et al. [2]). However, many empirical findings indicate that the return processes of the underlying assets in financial markets usually exhibit autocorrelation, negative skewness, kurtosis, conditional heteroscedasticity and tail dependence (Tsay [30]). To reflect these features, time series models are used to depict the dynamics of the underlying asset returns for portfolio selection (Harris and Mazibas [16]). However, the development of the above portfolio selection issue uses only information about the closing prices of the underlying assets. The daily high and low prices of a stock are public information and can be observed in the market. The main purpose of this study is to apply daily high and low price information to portfolio selection by ITS models.

One of the main techniques for analyzing ITS is to fit univariate time series models to the interval bounds (Teles and Brito [28]). Maia et al. [21] proposed fitting univariate ARIMA models to the midpoints and ranges of the observed interval process and used these models to forecast the interval bounds. Recently, many more complicated ITS models have been proposed and applied to solve problems in various fields. For example, He and Hu [17] used the interval computing approach to forecast the annual and quarterly variability of the stock market. Arroyo et al. [3, 4] discussed financial applications based on forecasting with ITS data. García-Ascanio and Maté [13] used vector autoregressive (VAR) models to forecast electric power demand. Yang et al. [32] proposed autoregressive conditional interval-valued models with exogenous explanatory interval variables to forecast crude oil prices. Rodrigues and Salish [27] used threshold models to analyze and forecast ITS and applied their model to a weekly sample of S\&P500 index returns. Fischer et al. [12] predicted stock return volatility using regression models for return intervals. The results of these studies showed that the interval forecasts obtained by ITS perform better than those obtained by the classic approach based on fitting a single time series model to closing prices.

Following Markowitz's [22, 23] approach, the basic idea of various portfolio selection criteria is to determine asset allocations by maximizing the expected investment returns subject to a risk limit of the investment. In addition to daily high and low prices, we also consider the closing prices of a stock. Subsequently, the daily high (low) log returns should be defined as the differences between the logarithms of the daily high (low) price and the last closing price. Therefore, we propose fitting time series models to the daily high and low $\log$ returns rather than fitting ITS models directly to the interval bounds of stock prices.

Furthermore, an innovative criterion for portfolio selection is proposed based on the predicted interval of the log returns. Specifically, we maximize the expected high log returns of a portfolio subject to a limitation on the predicted low log returns. We also introduce the concept of a coherent risk measure for the interval of returns, which extends the axioms of the coherent risk measure proposed by Artzner et al. [6] for classic financial risk management. In the empirical investigation, we employ the stocks of the companies on the Dow Jones Industrial Average Index (DJIA Index) during the financial crisis period (from July 2, 2007 to June 24, 2009) and under improved market conditions (from July 1, 2014 to June 23, 2016). For each time period, the first 250 daily data are used to fit a time series model to determine the initial trading strategy. A self-financing trading strategy is constructed by daily reallocating the holding weights of the optimal portfolio via the proposed scheme, where a rolling scheme is employed and the time series model is updated with the previous 250 daily historical data. The numerical results indicate that the proposed interval estimation has promising coverage, efficiency and accuracy for predicting high and low prices. Moreover, the proposed portfolio suggests conservative investments during 2008-2009 but aggressive investments during 2015-2016.

The rest of this paper is organized as follows. Section 2 introduces the model assumptions and the prediction interval for ITS. The proposed criterion for portfolio selection using the prediction intervals is introduced in Section 3. Section 4 presents a study to compare the coverage, efficiency and accuracy of the proposed interval estimation for ITS data with those of various approaches in the literature. An empirical study to assess the performance of the self-financing trading strategy constructed by the proposed criterion of portfolio selection is presented in Section 5. Conclusions are given in Section 6.

## 2. THE PROPOSED INTERVAL TIME SERIES MODEL

Let $P_{m, t}^{C}$ be the daily closing price of the $m$-th underlying stock price at time $t$, and let $P_{m, t}^{H}$ and $P_{m, t}^{L}$ be the intraday high and low stock prices, respectively, $m=1, \ldots, p$. Denote the set of information up to time $t$ by $\mathcal{F}_{t}$. To obtain a one-step-ahead prediction interval of the price of the $m$-th underlying stock for a given $\mathcal{F}_{t}$, a classic approach is to fit a time series model for the historical closing prices, $P_{m, s}^{C}, s=1, \ldots, t$, and then derive a $95 \%$ prediction interval, for example, for $P_{m, t+1}^{C}$, from the fitted model. Recently, many studies have proposed fitting ITS models for interval observations $\left[P_{m, s}^{L}, P_{m, s}^{H}\right], s=1, \ldots, t$, and then obtaining an interval estimation of $\left[P_{m, t+1}^{L}, P_{m, t+1}^{H}\right]$ from the fitted ITS model (see Arroyo et al. [3, 4], Teles and Brito [29] and the references therein).

We propose an alternative approach to obtain an estimate of $\left[P_{m, t+1}^{L}, P_{m, t+1}^{H}\right]$ conditional on $\mathcal{F}_{t}$ based on the following daily low and high log returns at time $t$ :

$$
\begin{equation*}
X_{m, t}^{(C L)}=\log \left(P_{m, t}^{L} / P_{m, t-1}^{C}\right) \quad \text { and } \quad X_{m, t}^{(C H)}=\log \left(P_{m, t}^{H} / P_{m, t-1}^{C}\right) . \tag{2.1}
\end{equation*}
$$

The definitions of $X_{m, t}^{(C L)}$ and $X_{m, t}^{(C H)}$ are similar to the classic daily $\log$ returns, $X_{m, t}=$ $\log \left(P_{m, t}^{C} / P_{m, t-1}^{C}\right)$ discussed widely in the literature of finance and statistics. $X_{m, t}^{(C L)}$ and $X_{m, t}^{(C H)}$ are capable of depicting realistic investment characteristics. Suppose that an investor buys a given stock on the previous day with closing price $P_{m, t-1}^{C}$ and sells it on day $t$.

Then, the investor's return belongs to the interval $\left[X_{m, t}^{(C L)}, X_{m, t}^{(C H)}\right]$ depending on when he/she sells the stock during day $t$. According to the definitions of $X_{m, t}^{(C L)}$ and $X_{m, t}^{(C H)}$ in (2.1), we have the following inequality

$$
\begin{equation*}
X_{m, t}^{(C L)} \leq_{s t} X_{m, t}^{(C H)} \tag{2.2}
\end{equation*}
$$

since $P_{m, t}^{L} \leq_{s t} P_{m, t}^{H}$, for all $t=0,1, \ldots$, and $m=1, \ldots, p$, where the notation $A \leq_{s t} B$ means that random variable $A$ is stochastically less than or equal to random variable $B$. Hence, $\boldsymbol{X}_{m, t}^{(C I)}=$ $\left[X_{m, t}^{(C L)}, X_{m, t}^{(C H)}\right], t=1,2, \ldots$, also form an ITS, and the prediction interval of $\left[P_{m, t+1}^{L}, P_{m, t+1}^{H}\right]$ can be obtained. For example, let $\left[\widehat{P}_{m, t+1}^{L}, \widehat{P}_{m, t+1}^{H}\right]$ denote the prediction of $\left[P_{m, t+1}^{L}, P_{m, t+1}^{H}\right]$ conditional on $\mathcal{F}_{t}$. By using (2.1), our proposed scheme is to model the interval observations, $\left[X_{m, s}^{(C L)}, X_{m, s}^{(C H)}\right], s=1, \ldots, t$, and then estimate $\left[\widehat{P}_{m, t+1}^{L}, \widehat{P}_{m, t+1}^{H}\right]$ by

$$
\left[P_{m, t}^{C} \exp \left\{\widehat{X}_{m, t+1}^{(C L)}\right\}, P_{m, t}^{C} \exp \left\{\widehat{X}_{m, t+1}^{(C H)}\right\}\right]
$$

where $\widehat{X}_{m, t+1}^{(C L)}$ and $\widehat{X}_{m, t+1}^{(C H)}$ are the predictions of $X_{m, t+1}^{(C L)}$ and $X_{m, t+1}^{(C H)}$, respectively, which can be obtained from the time series models defined below. Traditionally, ITS data are formed by only the high and low prices (Arroyo et al. [3, 4] and Maia et al. [21]). This study includes the closing prices in the model and investigates whether this additional information can improve the interval prediction.

To jointly model $X_{m, t}^{(h)}, h=C L, C H$, we need to capture the features inherent in the data. For example, $X_{m, t}^{(h)}, h=C L, C H$ could be conditionally heteroscedastic and auto- and crosscorrelated. To characterize these features, a two-stage procedure is proposed to model the dynamics of $X_{m, t}^{(h)}, h=C L, C H$. The first stage is to adjust the conditional heteroscedasticity of $X_{m, t}^{(h)}$ marginally for $h=C L, C H$. The second stage is to simultaneously model the autoand cross-correlation of the adjusted time series.

In the first stage, we propose to de-GARCH $X_{m, t}^{(h)}$ to obtain volatility-adjusted returns. De-GARCHing is a widely used technique for modeling multivariate time series. For example, Engle $[10,11]$ proposed a dynamic conditional correlation (DCC) model to capture timevarying correlations. The first step of their scheme is to de-GARCH the data. Härdle et al. [15] also used de-GARCHing with a $\operatorname{GARCH}(1,1)$ model to analyze the multi-dimensional dependencies of time series data with a hidden Markov model for hierarchical Archimedean copulae. Grigoryeva et al. [14] proposed a method based on various state space models to extract global stochastic (GST) financial trends from non-synchronous financial data. They mentioned that de-GARCHing is commonly used for GST. In this study, we propose to fit $X_{m, t}^{(h)}$ with a univariate ARMA-GARCH model and let

$$
\begin{equation*}
\widetilde{X}_{m, t}^{(h)}=\left(X_{m, t}^{(h)}-\mu_{m}^{(h)}\right) / \sigma_{m, t}^{(h)} \tag{2.3}
\end{equation*}
$$

be the de-GARCHed process of $X_{m, t}^{(h)}, h=C L, C H$, where $\mu_{m}^{(h)}$ is the stationary (unconditional) mean of $X_{m, t}^{(h)}$ and $\sigma_{m, t}^{(h)}$ is the conditional standard deviation of $X_{m, t}^{(h)}$, which is estimated from the univariate GARCH-type model

$$
\begin{equation*}
\sigma_{m, t}^{(h)}=g_{m, t-1}^{(h)}\left(X_{m, s}^{(h)}, \sigma_{m, s}^{(h)}, s<t\right) \tag{2.4}
\end{equation*}
$$

which is $\mathcal{F}_{t-1}$-measurable. This type of model (2.4) is capable of describing many features of financial data, for example, conditional heteroscedasticity, volatility clustering and asymmetry. It also includes various univariate financial time series models that are widely used
by practitioners in economics, statistics and finance (see Engle [9], Bollerslev [8], Nelson [24], Tsay [30] and the references therein). In particular, we employ the stationary mean (not the conditional mean) to define the proposed de-GARCHed process in (2.3). The main reason for this design is to retain the autocorrelation in $\widetilde{X}_{m, t}^{(h)}, h=C L, C H$ and to model the autoand cross-correlation of $\widetilde{X}_{m, t}^{(h)}, h=C L, C H$ simultaneously in the second stage of the proposed procedure.

In the second stage, we employ the following vector autoregressive-moving-average model of orders $p$ and $q$, denoted by $\operatorname{VARMA}(p, q)$, to depict the dynamics of the two de-GARCHed processes, $\left\{\widetilde{X}_{m, t}^{(h)}, t=1, \ldots, T\right\}, h=C L, C H$,

$$
\left.\begin{array}{rl}
\binom{\widetilde{X}_{m, t}^{(C L)}}{\widetilde{X}_{m, t}^{(C H)}}= & \sum_{i=1}^{p}\left(\begin{array}{ll}
\phi_{m, i}^{L L} & \phi_{m, i}^{L H} \\
\phi_{m, i}^{H L} & \phi_{m, i}^{H H}
\end{array}\right)\binom{\widetilde{X}_{m, t-i}^{(C L)}}{\widetilde{X}_{m, t-i}^{(C H)}}  \tag{2.5}\\
& +\binom{\varepsilon_{m, t}^{(C L)}}{\varepsilon_{m, t}^{(C H)}}+\sum_{j=1}^{q}\left(\begin{array}{c}
\theta_{m, j}^{L L} \\
\theta_{m, j}^{L H} \\
\theta_{m, j}^{H L}
\end{array} \theta_{m, j}^{H H}\right.
\end{array}\right)\binom{\varepsilon_{m, t-j}^{(C L)}}{\varepsilon_{m, t-j}^{(C H)}}, ~ \$
$$

for $m=1, \ldots, p$, where $\left(\varepsilon_{m, t}^{(C L)}, \varepsilon_{m, t}^{(C H)}\right)^{\top}, t=1, \ldots, T$, are uncorrelated random vectors of a bivariate normal distribution with mean zero and covariance matrix $\Sigma$. In addition, $\left(\varepsilon_{m, t}^{(C L)}, \varepsilon_{m, t}^{(C H)}\right)^{\top}$, $t=1, \ldots, T$, are assumed to be independent of $\left(\widetilde{X}_{m, s}^{(C L)}, \widetilde{X}_{m, s}^{(C H)}\right)^{\top}, s<t$.

Denote the 1-step-ahead predictions of $X_{m, t+1}^{(h)}$ conditional on $\mathcal{F}_{t}$ by $\widehat{X}_{m, t}^{(h)}(1)=E_{t}\left(X_{m, t+1}^{(h)}\right)$, $h=C L, C H$, where $E_{t}(X)$ denotes the conditional expectation of $X$ given $\mathcal{F}_{t}$. From (2.3)(2.5), we have

$$
\begin{align*}
& \widehat{X}_{m, t}^{(C L)}(1)=E_{t}\left(X_{m, t+1}^{(C L)}\right)= \mu_{m}^{(C L)}+\sigma_{m, t+1}^{(C L)} E_{t}\left(\widetilde{X}_{m, t+1}^{(C L)}\right) \\
&=\mu_{m}^{(C L)}+\sigma_{m, t+1}^{(C L)}\left\{\sum_{i=1}^{p}\left(\phi_{m, i}^{L L} \widetilde{X}_{m, s-i}^{(C L)}+\phi_{m, i}^{L H} \widetilde{X}_{m, s-i}^{(C H)}\right)\right.  \tag{2.6}\\
&\left.+\sum_{j=1}^{q}\left(\theta_{m, j}^{L L} \varepsilon_{m, s-j}^{(C L)}+\theta_{m, j}^{L H} \varepsilon_{m, s-j}^{(C H)}\right)\right\}
\end{align*}
$$

and

$$
\begin{align*}
& \widehat{X}_{m, t}^{(C H)}(1)=E_{t}\left(X_{m, t+1}^{(C H)}\right)= \mu_{m}^{(C H)}+\sigma_{m, t+1}^{(C H)} E_{t}\left(\widetilde{X}_{m, t+1}^{(C H)}\right) \\
&=\mu_{m}^{(C H)}+\sigma_{m, t+1}^{(C H)}\left\{\sum_{i=1}^{p}\left(\phi_{m, i}^{H L} \widetilde{X}_{m, s-i}^{(C L)}+\phi_{m, i}^{H H} \widetilde{X}_{m, s-i}^{(C H)}\right)\right.  \tag{2.7}\\
&\left.+\sum_{j=1}^{q}\left(\theta_{m, j}^{H L} \varepsilon_{m, s-j}^{(C L)}+\theta_{m, j}^{H H} \varepsilon_{m, s-j}^{(C H)}\right)\right\} .
\end{align*}
$$

To guarantee the mathematical coherence $\widehat{X}_{m, t+1}^{(C L)} \leq_{s t} \widehat{X}_{m, t+1}^{(C H)}$ in their predictions, let

$$
\widehat{X}_{m, t+1}^{(C L)}=\min \left\{\widehat{X}_{m, t}^{(C L)}(1), \widehat{X}_{m, t}^{(C H)}(1)\right\}
$$

and

$$
\widehat{X}_{m, t+1}^{(C H)}=\max \left\{\widehat{X}_{m, t}^{(C L)}(1), \widehat{X}_{m, t}^{(C H)}(1)\right\},
$$

and $\left[\widehat{X}_{m, t+1}^{(C L)}, \widehat{X}_{m, t+1}^{(C H)}\right]$ forms a prediction interval of $X_{t+1}$ conditional on $\mathcal{F}_{t}$. In our empirical study, there are 250 (days) $\times 30$ (companies) $\times 2$ (time periods) $=15,000$ prediction intervals, and the situation of $\widehat{X}_{m, t}^{(C L)}(1)>\widehat{X}_{m, t}^{(C H)}(1)$ occurs only 8 times. The numerical results indicate that the proposed scheme is capable of guaranteeing $\widehat{X}_{m, t+1}^{(C L)} \leq_{s t} \widehat{X}_{m, t+1}^{(C H)}$ in most cases.

## 3. APPLICATION OF THE ITS PREDICTION TO PORTFOLIO SELECTION

In this section, we propose an innovative portfolio selection scheme on the basis of the ITS prediction with models (2.6) and (2.7). The literature contains many different models from models (2.6) and (2.7) for analyzing ITS. Nevertheless, the proposed portfolio selection scheme is not restricted to our considered model.

The classic portfolio optimization problem is represented as follows:

$$
\begin{equation*}
\max _{\boldsymbol{c}_{t}} E_{t}\left(\sum_{m=1}^{p} c_{m, t} X_{m, t+1}\right) \quad \text { subject to } \quad \boldsymbol{c}_{t} \geq 0, \sum_{m=1}^{p} c_{m, t} \leq 1 \text { and } \rho_{t} \leq L \tag{3.1}
\end{equation*}
$$

where $\boldsymbol{c}_{t}=\left(c_{1, t}, \ldots, c_{p, t}\right)^{\top}, c_{m, t}$ denotes the holding position of $X_{m, t}$ at time $t, \boldsymbol{c}_{t} \geq 0$ is the no short-selling constraint, $\sum_{m=1}^{p} c_{m, t} \leq 1$ is the budget constraint, $\rho_{t}$ is the value of a predetermined risk measure at time $t$, and $L$ is a pre-specified upper bound of the investment risk. The main objective is to select the holding positions $\boldsymbol{c}_{t}$ at time $t$. In the portfolio selection literature, when $X_{m, t}, t=1,2, \ldots$, are assumed to be i.i.d. for each $m=1, \ldots, p$, Markowitz $[22,23]$ used the standard deviation of a portfolio, Rockafellar and Uryasev [25, 26] and Krokhmal et al. [20] employed the CVaR, and Adam et al. [2] considered the SRM as the risk measure to determine $\boldsymbol{c}_{t}$. Recently, Harris and Mazibas [16] and Huang et al. [18] further considered fitting time series models for the underlying asset returns, $X_{m, t}, m=1, \ldots, p$, $t=1,2, \ldots$, with the CVaR and SRM to solve (3.1).

In this study, we determine the allocations of the underlying assets with the following criterion:

$$
\begin{align*}
& \max _{c_{t}} E_{t}\left(\sum_{m=1}^{p} c_{m, t} X_{m, t+1}^{(C H)}\right) \quad \text { subject to } \boldsymbol{c}_{t} \geq 0, \sum_{m=1}^{p} c_{m, t} \leq 1 \\
& \text { and }-\sum_{m=1}^{p} c_{m, t} E_{t}\left(X_{m, t+1}^{(C L)} \mid X_{m, t+1}^{(C L)} \leq q_{\alpha, m, t+1}\right) \leq L \tag{3.2}
\end{align*}
$$

where $X_{m, t+1}^{(h)}=\mu_{m}^{(h)}+\sigma_{m, t+1}^{(h)} \widetilde{X}_{m, t+1}^{(h)}, h=C H, C L$, follows models (2.3)-(2.5), and $q_{\alpha, m, t+1}$ is the $\alpha$-th quantile of $X_{m, t+1}^{(C L)}$ conditional on $\mathcal{F}_{t}$. In practice, since the expected values of daily stock returns are usually very close to 0 , one can select a sufficiently small $\alpha$ such that $q_{\alpha, m, t+1}<0$. The main concept behind (3.2) is to maximize the potential high portfolio returns subject to a predetermined limitation, $L$, on the corresponding potential low and nonpositive returns. In contrast to (3.1), we use $E_{t}\left(\sum_{m=1}^{p} c_{m, t} X_{m, t+1}^{(C H)}\right)$ to replace $E_{t}\left(\sum_{m=1}^{p} c_{m, t} X_{m, t+1}\right)$ and use

$$
\begin{equation*}
-\sum_{m=1}^{p} c_{m, t} E_{t}\left(X_{m, t+1}^{(C L)} \mid X_{m, t+1}^{(C L)} \leq q_{\alpha, m, t+1}\right) \tag{3.3}
\end{equation*}
$$

as the risk measure $\rho_{t}$ in (3.1). In addition, the values of $E_{t}\left(X_{m, t+1}^{(C H)}\right)$ and $E_{t}\left(X_{m, t+1}^{(C L)}\right)$, $m=1, \ldots, p$, are estimated by the models defined in (2.5). Moreover, the optimal allocations $c_{m, t}, m=1, \ldots, p$, are in linear forms in the objective function and constraints in (3.2). Consequently, the optimal allocations in (3.2) can be obtained by linear programming, which is a popular technique for various portfolio selection criteria (Markowitz [22, 23], Rockafellar and Uryasev [25, 26], Adam et al. [2] and Huang et al. [18]).

In the following, we introduce the concept of a coherent risk measure for the intervals of returns, which provides economic and financial reasons to use (3.3) as a risk constraint in (3.2). In financial risk management, Artzner et al. [6] introduced the following concept of the coherent risk measure for classic portfolio selection. Let $\mathcal{G}$ be the set of random portfolio returns, $\rho$ be a risk measure, which is a mapping from $\mathcal{G}$ into $\mathbb{R}$, and $X$ denote the return of an asset. A risk measure is called coherent if it satisfies the following properties:
(A1) Translation invariance: If $A$ is a deterministic portfolio with guaranteed return $\alpha$, then for all $X \in \mathcal{G}$, we have $\rho(X+A)=\rho(X)-\alpha$.
(A2) Subadditivity: For all $X$ and $Y \in \mathcal{G}, \rho(X+Y) \leq \rho(X)+\rho(Y)$.
(A3) Positive homogeneity: For all $\lambda \geq 0$ and all $X \in \mathcal{G}, \rho(\lambda X)=\lambda \rho(X)$.
(A4) Monotonicity: For all $X$ and $Y \in \mathcal{G}$ with $X \leq Y$, we have $\rho(Y) \leq \rho(X)$.

The economic explanations of these four properties are as follows. Translation invariance implies that the addition of a definite amount of capital reduces the risk by the same amount. Subadditivity implies that diversification is beneficial. Positive homogeneity implies that the risk of a position is proportional to its size. Monotonicity implies that a portfolio with greater future returns has less risk.

In this study, we consider an interval of returns denoted by $\boldsymbol{X}^{I}=\left[X^{L}, X^{H}\right]$, where $X^{L}$ and $X^{H}$ are the low and high returns of an asset, respectively. To extend the concepts of (A1)-(A4) from random variables to random intervals, we propose the following properties for a risk measure of the interval of returns. Let $\mathcal{G}_{1}$ be the set of random intervals of portfolio returns and $\rho_{I}: \mathcal{G}_{1} \rightarrow \mathbb{R}$ be a corresponding risk measure.
( $\mathbf{A 1}^{\prime}$ ) Translation invariance for the interval of returns: If $A$ is a deterministic portfolio with guaranteed return $\alpha$, then for all $\boldsymbol{X}^{I} \in \mathcal{G}_{1}$, we have $\rho_{I}\left(\boldsymbol{X}^{I}+A\right)=\rho_{I}\left(\boldsymbol{X}^{I}\right)-\alpha$, where we use $\boldsymbol{X}^{I}+A$ to denote $\left[X^{L}+A, X^{H}+A\right]$.
$\left(\mathbf{A 2}^{\prime}\right) \quad$ Subadditivity for the interval of returns: For all $\boldsymbol{X}^{I}$ and $\boldsymbol{Y}^{I} \in \mathcal{G}_{1}, \rho_{I}\left(\boldsymbol{X}^{I}+\boldsymbol{Y}^{I}\right) \leq$ $\rho_{I}\left(\boldsymbol{X}^{I}\right)+\rho_{I}\left(\boldsymbol{Y}^{I}\right)$, where $\boldsymbol{X}^{I}+\boldsymbol{Y}^{I}=\left[X^{L}+Y^{L}, X^{H}+Y^{H}\right]$. In addition, one can also use the Cartesian join of $\boldsymbol{X}^{I}$ and $\boldsymbol{Y}^{I}$, denoted by $\boldsymbol{X}^{I} \oplus \boldsymbol{Y}^{I}=\left[\min \left(X^{L}, Y^{L}\right)\right.$, $\left.\max \left(X^{H}, Y^{H}\right)\right]$, to define the subadditivity, that is, $\rho_{I}\left(\boldsymbol{X}^{I} \oplus \boldsymbol{Y}^{I}\right) \leq \rho_{I}\left(\boldsymbol{X}^{I}\right)+$ $\rho_{I}\left(\boldsymbol{Y}^{I}\right)$.
$\left(\mathbf{A 3}^{\prime}\right)$ Positive homogeneity for the interval of returns: For all $\lambda \geq 0$ and all $\boldsymbol{X}^{I} \in \mathcal{G}_{1}$, $\rho_{I}\left(\lambda \boldsymbol{X}^{I}\right)=\lambda \rho_{I}\left(\boldsymbol{X}^{I}\right)$.
(A4') Monotonicity for the interval of returns: For all $\boldsymbol{X}^{I}$ and $\boldsymbol{Y}^{I} \in \mathcal{G}_{1}$ with $\boldsymbol{X}^{I} \leq$ $\boldsymbol{Y}^{I}$, where $\boldsymbol{X}^{I} \leq \boldsymbol{Y}^{I}$ if and only if $X^{L} \leq Y^{L}$ and $X^{H} \leq Y^{H}$, we have $\rho_{I}\left(\boldsymbol{Y}^{I}\right) \leq$ $\rho_{I}\left(\boldsymbol{X}^{I}\right)$.

The economic explanations of $\left(\mathrm{A} 1^{\prime}\right)-\left(\mathrm{A} 4^{\prime}\right)$ are similar to those of (A1)-(A4). Specifically, the monotonicity for the interval of returns (A4 $4^{\prime}$ implies only that a portfolio with greater future interval of returns has less risk. For the case of $\boldsymbol{X}^{I} \subset \boldsymbol{Y}^{I}$, the relationship between $\rho_{I}\left(\boldsymbol{Y}^{I}\right)$ and $\rho_{I}\left(\boldsymbol{X}^{I}\right)$ is not clear. If a risk measure for the interval of returns satisfies (A1')-(A4 $\left.4^{\prime}\right)$, we call it a coherent risk measure for the interval of returns. In the following proposition, a coherent risk measure for the interval of returns is proposed.

Proposition 3.1. Let $\boldsymbol{X}^{I}=\left[X^{L}, X^{H}\right]$ be an interval of returns, and let

$$
\rho_{I}\left(\boldsymbol{X}^{I}\right)=-E\left(X^{(L)} \mid X^{(L)} \leq q_{\alpha}\right)
$$

where $q_{\alpha}$ is the $\alpha$-th quantile of $X^{(L)}$. Then, $\rho_{I}(\cdot)$ is a coherent risk measure for the interval of returns.

Proof: Note that for a random variable $X^{L},-E\left(X^{L} \mid X^{L} \leq q_{\alpha}\right)$ is the so-called expected shortfall, which is a coherent risk measure. Therefore, it is straightforward to obtain that $\rho_{I}\left(\boldsymbol{X}^{I}\right)=-E\left(X^{L} \mid X^{L} \leq q_{\alpha}\right)$ satisfies $\left(\mathrm{A}^{\prime}\right)$, ( $\left.\mathrm{A}^{\prime}\right)$, ( $\left.\mathrm{A}^{\prime}\right)$, and ( $\mathrm{A} 4^{\prime}$ ), where the interval addition in (A2') is defined by the usual way $\boldsymbol{X}^{I}+\boldsymbol{Y}^{I}=\left[X^{L}+Y^{L}, X^{H}+Y^{H}\right]$. In the following, we prove that $\rho_{I}\left(\boldsymbol{X}^{I}\right)$ also satisfies $\rho_{I}\left(\boldsymbol{X}^{I} \oplus \boldsymbol{Y}^{I}\right) \leq \rho_{I}\left(\boldsymbol{X}^{I}\right)+\rho_{I}\left(\boldsymbol{Y}^{I}\right)$.

Let $q_{\alpha, 0}, q_{\alpha, X}$ and $q_{\alpha, Y}$ be the $\alpha$-th quantile of $\min \left(X^{L}, Y^{L}\right), X^{L}$ and $Y^{L}$, respectively. Apparently, $q_{\alpha, 0} \leq \min \left(q_{\alpha, X}, q_{\alpha, Y}\right)$ for any $\alpha \in(0,1)$. Let $\alpha$ be small enough such that $\max \left(q_{\alpha, X}, q_{\alpha, Y}\right)<0$. Consequently, for all $\boldsymbol{X}^{I}$ and $\boldsymbol{Y}^{I} \in \mathcal{G}_{1}$, we have

$$
\begin{aligned}
\rho_{I}\left(\boldsymbol{X}^{I} \oplus \boldsymbol{Y}^{I}\right) & =-E\left[\min \left(X^{L}, Y^{L}\right) \mid \min \left(X^{L}, Y^{L}\right) \leq q_{\alpha, 0}\right] \\
& =-\frac{1}{\alpha} E\left[\min \left(X^{L}, Y^{L}\right) I\left(\min \left(X^{L}, Y^{L}\right) \leq q_{\alpha, 0}\right)\right] \\
& \leq-\frac{1}{\alpha}\left\{E\left[X^{L} I\left(X^{L} \leq q_{\alpha, X}\right)\right]+E\left[Y^{L} I\left(Y^{L} \leq q_{\alpha, Y}\right)\right]\right\} \\
& =-\left\{E\left(X^{L} \mid X^{L} \leq q_{\alpha, X}\right)+E\left(Y^{L} \mid Y^{L} \leq q_{\alpha, Y}\right)\right\} \\
& =\rho_{I}\left(\boldsymbol{X}^{I}\right)+\rho_{I}\left(\boldsymbol{Y}^{I}\right)
\end{aligned}
$$

where $I(\cdot)$ is an indicator function and the inequality holds by using the facts that

$$
-\min \left(X^{L}, Y^{L}\right) I\left(\min \left(X^{L}, Y^{L}\right) \leq q_{\alpha, 0}\right) \leq-X^{L} I\left(X^{L} \leq q_{\alpha, X}\right)-Y^{L} I\left(Y^{L} \leq q_{\alpha, Y}\right)
$$

almost surely, for $q_{\alpha, 0} \leq \min \left(q_{\alpha, X}, q_{\alpha, Y}\right) \leq \max \left(q_{\alpha, X}, q_{\alpha, Y}\right)<0$. Thus, (A2') with the Cartesian join also holds and the proof is complete.

By Proposition 3.1, the measurement defined in (3.3) can be rewritten as

$$
\sum_{m=1}^{p} c_{m, t} \rho_{I}\left(\boldsymbol{X}_{m, t+1}^{(C I)} \mid \mathcal{F}_{t}\right)
$$

which is a linear combination of coherent risk measures for the interval of returns, where

$$
\begin{equation*}
\rho_{I}\left(\boldsymbol{X}_{m, t+1}^{(C I)} \mid \mathcal{F}_{t}\right)=-E_{t}\left(X_{m, t+1}^{(C L)} \mid X_{m, t+1}^{(C L)} \leq q_{\alpha, m, t+1}\right) \tag{3.4}
\end{equation*}
$$

Due to the convexity of the coherent risk measure, we have

$$
\begin{equation*}
\rho_{I}\left(\sum_{m=1}^{p} c_{m, t} \boldsymbol{X}_{m, t+1}^{(C I)} \mid \mathcal{F}_{t}\right) \leq \sum_{m=1}^{p} c_{m, t} \rho_{I}\left(\boldsymbol{X}_{m, t+1}^{(C I)} \mid \mathcal{F}_{t}\right) . \tag{3.5}
\end{equation*}
$$

For a portfolio with allocations $c_{m, t}, m=1, \ldots, p$, set up at time $t$, the left side of (3.5) represents the risk of the worst case occurring at time $t+1$ since each underlying return reaches the bottom of the corresponding prediction interval. However, if a limitation is set on $\rho_{I}\left(\sum_{m=1}^{p} c_{m, t} \boldsymbol{X}_{m, t+1}^{(C I)} \mid \mathcal{F}_{t}\right)$ in the portfolio selection criterion (3.2), the optimal allocations $c_{m, t}, m=1, \ldots, p$, are difficult to obtain directly using linear programming since $\rho_{I}\left(\cdot \mid \mathcal{F}_{t}\right)$ is a nonlinear function of $c_{m, t}, m=1, \ldots, p$. A similar situation is encountered in the classic portfolio selection problem shown in (3.1) when using the expected shortfall as the risk measure. Rockafellar and Uryasev [25, 26] proposed a method to overcome this difficulty by considering more latent variables, but the computational cost also increased. Therefore, we set a limitation on the right side of (3.5), and the optimal allocations can be obtained directly using linear programming.

In the following sections, we consider several scenarios to investigate the coverage, efficiency and accuracy of the proposed interval estimation and the performance of the proposed criterion for portfolio selection.

## 4. EVALUATION OF THE PROPOSED INTERVAL ESTIMATION METHOD

Let $Y_{t}=\left[P_{t}^{L}, P_{t}^{H}\right]$ denote the realized ITS of the stock prices and $\widehat{Y}_{t}$ be an estimation of $Y_{t}, t=1, \ldots, T$. In this section, we use the four measures to evaluate the performance of the proposed interval estimation (He and Hu [17], Rodrigues and Salish [27] and Xiong et al. [31]). The first measure is the coverage rate

$$
R_{C}=\frac{1}{T} \sum_{t=1}^{T} \frac{w\left(Y_{t} \cap \widehat{Y}_{t}\right)}{w\left(Y_{t}\right)}
$$

where $w(\cdot)$ denotes the width of the interval, $R_{C}$ indicates what part of the realized ITS of the stock prices is covered by its forecast.

The second measure is the efficiency rate

$$
R_{E}=\frac{1}{T} \sum_{t=1}^{T} \frac{w\left(Y_{t} \cap \widehat{Y}_{t}\right)}{w\left(\widehat{Y}_{t}\right)}
$$

which provides information about what part of the forecast covers the realized ITS. It should be noted that $R_{C}$ and $R_{E}$ must be considered simultaneously; otherwise, incorrect conclusions may be drawn. For example, if $Y_{t}$ is a subinterval of $\widehat{Y}_{t}$, then $R_{C}$ will be 1 , but $R_{E}$ might be much less than 1, which indicates that the predicted interval is much wider than the realized ITS. Therefore, we only conclude that the forecast is satisfactory when $R_{C}$ and $R_{E}$ are reasonably high and the difference between them is small.

The third measure is the accuracy ratio

$$
R_{A}=\frac{1}{T} \sum_{t=1}^{T} \frac{w\left(Y_{t} \cap \widehat{Y}_{t}\right)}{w\left(Y_{t} \cup \widehat{Y}_{t}\right)} .
$$

A prediction with a larger $R_{A}$ performs better than a prediction with a smaller one.
The fourth measure is the $U_{I}$ criterion

$$
U_{I}=\sqrt{\frac{\sum_{t=1}^{T}\left(P_{t}^{H}-\widehat{P}_{t}^{H}\right)^{2}+\sum_{t=1}^{T}\left(P_{t}^{L}-\widehat{P}_{t}^{L}\right)^{2}}{\sum_{t=1}^{T}\left(P_{t}^{H}-P_{t-1}^{H}\right)^{2}+\sum_{t=1}^{T}\left(P_{t}^{L}-P_{t-1}^{L}\right)^{2}}},
$$

which is derived from Theil's $U$ statistic and compares the performance of an estimated method with a naïve estimate $\left[P_{t-1}^{L}, P_{t-1}^{H}\right]$ of $\left[P_{t}^{L}, P_{t}^{H}\right]$. The $U_{I}$ statistic is less than one if the predictor performs better than the naïve predictor.

In addition to the proposed interval estimation $\widehat{Y}_{t}^{(p)}$, three commonly used interval predictors are considered in our comparison studies. One is fitting time series models to the $\log$ return process $X_{t}=\log \left(P_{t}^{C} / P_{t-1}^{C}\right)$ and then deriving the corresponding $95 \%$ confidence interval of $P_{t+1}^{C}$. We denote this estimation of $Y_{t}$ by $\widehat{Y}_{t}^{(1)}$.

The second estimation of $Y_{t}$ is the popular center-range prediction interval, which is obtained by separately fitting time series models to the processes of the center, $P_{t}^{M}=\left(P_{t}^{H}+\right.$ $\left.P_{t}^{L}\right) / 2$, and the range, $P_{t}^{R}=\left(P_{t}^{H}-P_{t}^{L}\right) / 2$, of the price intervals and then deriving an interval estimation of $\left[P_{t+1}^{L}, P_{t+1}^{H}\right]$ conditional on $\mathcal{F}_{t}$. We denote the second estimation by $\widehat{Y}_{t}^{(2)}$.

The third alternative estimation of $Y_{t}$ is derived from a linear interval-data model motivated from Fischer et al. [12]. The center-range-representation of interval data can also be expressed as the following regression model

$$
\begin{equation*}
Y_{t}=\boldsymbol{\beta}_{\mathbf{0}}+\beta_{1} Y_{t-1}^{C}+\beta_{2} Y_{t-1}^{R}+\delta_{t} \tag{4.1}
\end{equation*}
$$

where $Y_{t}^{C}=\left[P_{t}^{M}, P_{t}^{M}\right], Y_{t}^{R}=\left[-P_{t}^{R}, P_{t}^{R}\right], \delta_{t}$ is an interval-valued random error, and $\boldsymbol{\beta}_{\mathbf{0}}=[a, a]$ and ( $a, \beta_{1}, \beta_{2}$ ) are unknown parameters. Blanco-Fernández et al. [7] derived the estimation procedures for (4.1), and the obtained predictor is denoted as $\widehat{Y}_{t}^{(3)}$.

We conduct the comparison study using the stock prices of the 30 companies of the DJIA Index during the financial crisis period (from July 2, 2007 to June 24, 2009) and under improved market conditions (from July 1, 2014 to June 23, 2016). The 1 -stepahead prediction intervals during the two time periods (from June 27, 2008 to June 24, 2009 and from June 29, 2015 to June 23, 2016) are obtained with the previous 250 daily historical high and low returns. We adopt an $\operatorname{ARMA}(p, q)-\operatorname{GARCH}\left(p_{0}, q_{0}\right)$ model, where $p, q \in\{0,1,2,3,4,5\}$ and $p_{0}, q_{0} \in\{0,1\}$, to obtain the de-GARCHed process defined in (2.3) for $h=C L$ and $C H$, separately. The multivariate portmanteau test (Tsay [30], Chapter 8) is used for testing the auto- and cross-correlation in $\left\{\left(\widetilde{X}_{m, t}^{(C L)}, \widetilde{X}_{m, t}^{(C H)}\right), t=1, \ldots, T\right\}$. If the de-GARCHed processes have significant auto- and cross-correlation, we model the vector time series $\left(\widetilde{X}_{m, s}^{(C L)}, \widetilde{X}_{m, t}^{(C H)}\right)^{\top}$ with VARMA $\left(p_{1}, q_{1}\right)$ defined in $(2.5)$, where $\left(p_{1}, q_{1}\right)$ are selected from $\{(1,0),(0,1)$ and $(u, v), u, v=1,2,3\}$ based on the Bayesian information criterion (BIC). Table 1 summarizes the $p$-values of the multivariate portmanteau test for the de-GARCHed processes and the residual processes $\left\{\left(\varepsilon_{m, t}^{(C L)}, \varepsilon_{m, t}^{(C H)}\right), t=1, \ldots, T\right\}$. In Table 1, all the de-GARCHed processes have significant auto- and cross-correlation during 2008-2009, and most (around $96.2 \%$ ) of the de-GARCHed processes have significant auto- and cross-correlation during 2015-2016. More than $99.4 \%$ of the $p$-values of the fitted residual processes during the two time periods are greater than 0.01 , which indicates that the above scheme is capable of removing most of the auto- and cross-correlation of the de-GARCHed processes.

Table 1: The proportions of the $p$-values of the multivariate portmanteau test for testing autoand cross-correlation in the de-GARCHed processes $\left\{\left(\widetilde{X}_{m, t}^{(C L)}, \widetilde{X}_{m, t}^{(C H)}\right), t=1, \ldots, T\right\}$ (shown in rows) and the residual processes $\left\{\left(\varepsilon_{m, t}^{(C L)}, \varepsilon_{m, t}^{(C H)}\right), t=1, \ldots, T\right\}$ (shown in columns).
(a) 2008-2009

| de-GARCHed | residual | $p$-value $<0.01$ |
| :---: | :---: | :---: |
| $p$-value $\geq 0.01$ |  |  |
| $p$-value $<0.01$ | 0.001 | 0.999 |
| $p$-value $\geq 0.01$ | 0.000 | 0.000 |

(b) 2015-2016

|  | residual | $p$-value $<0.01$ |
| :---: | :---: | :---: |
| de-GARCHed | $p$-value $\geq 0.01$ |  |
| $p$-value $<0.01$ | 0.011 | 0.951 |
| $p$-value $\geq 0.01$ | 0.000 | 0.038 |

Figure 1 summarizes the proportions of selected orders $\left(p_{1}, q_{1}\right)$ in the two time periods, where the $3.8 \%$ de-GARCHed processes without significant auto- and cross-correlation during 2015-2016 are denoted by VARMA $(0,0)$. VARMA $(1,1)$ is the most commonly selected model during the financial crisis period, whereas $\operatorname{VARMA}(1,0)$ and $\operatorname{VARMA}(1,1)$ are frequently selected under improved market conditions.

Table 2: The average values of $R_{C}, R_{E}, R_{A}$ and $U_{I}$ of $\widehat{Y}_{t}^{(1)}, \widehat{Y}_{t}^{(2)}, \widehat{Y}_{t}^{(3)}$ and $\widehat{Y}_{t}^{(p)}$ in June 27, 2008 - June 24, 2009 and June 29, 2015 - June 23, 2016, in the top panel. The bottom panel presents the improvement of $\widehat{Y}_{t}^{(p)}$ for each $\widehat{Y}_{t}^{(i)}, i=1,2,3$, by calculating $\left(\widehat{Y}_{t}^{(p)}-\widehat{Y}_{t}^{(i)}\right) / \widehat{Y}_{t}^{(i)}$ for $R_{C}, R_{E}$, and $R_{A}$, and $\left(\widehat{Y}_{t}^{(i)}-\widehat{Y}_{t}^{(p)}\right) / \widehat{Y}_{t}^{(i)}$ for $U_{I}$.

| Average values |  |  |  |  |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $2008-2009$ |  |  |  |  |  |  |  |  |  | $2015-2016$ |  |
|  | $\widehat{Y}_{t}^{(1)}$ | $\widehat{Y}_{t}^{(2)}$ | $\widehat{Y}_{t}^{(3)}$ | $\widehat{Y}_{t}^{(p)}$ | $\widehat{Y}_{t}^{(1)}$ | $\widehat{Y}_{t}^{(2)}$ | $\widehat{Y}_{t}^{(3)}$ | $\widehat{Y}_{t}^{(p)}$ |  |  |  |  |
| $R_{C}$ | 0.57 | 0.96 | 0.61 | 0.63 | 0.53 | 0.96 | 0.55 | 0.60 |  |  |  |  |
| $R_{E}$ | 0.55 | 0.34 | 0.53 | 0.60 | 0.51 | 0.30 | 0.51 | 0.56 |  |  |  |  |
| $R_{A}$ | 0.42 | 0.33 | 0.41 | 0.46 | 0.39 | 0.30 | 0.39 | 0.44 |  |  |  |  |
| $U_{I}$ | 0.98 | 1.70 | 0.99 | 0.87 | 0.99 | 1.82 | 0.97 | 0.88 |  |  |  |  |


| Improvement of $\widehat{Y}_{t}^{(p)}$ for each $\widehat{Y}_{t}^{(i)}, i=1,2,3$ |  |  |  |  |  |
| :---: | ---: | ---: | ---: | ---: | ---: |
|  | $2008-2009$ |  |  | $2015-2016$ |  |
|  | $\widehat{Y}_{t}^{(1)}$ |  | $\widehat{Y}_{t}^{(2)}$ | $\widehat{Y}_{t}^{(3)}$ | $\widehat{Y}_{t}^{(1)}$ |
| $\widehat{Y}_{t}^{(2)}$ | $\widehat{Y}_{t}^{(3)}$ |  |  |  |  |
|  | $10.4 \%$ | $-35.0 \%$ | $1.7 \%$ | $14.6 \%$ | $-37.3 \%$ |
| $R_{A}$ | $8.5 \%$ | $75.5 \%$ | $13.0 \%$ | $9.0 \%$ | $85.6 \%$ |
| $U_{I}$ | $9.8 \%$ | $38.5 \%$ | $12.3 \%$ | $10.5 \%$ |  |



Figure 1: Summaries of the selected orders of VARMA for 15,000 prediction intervals in the two time periods (June 27, 2008 to June 24, 2009 and June 29, 2015 to June 23, 2016).

Table 2 presents the average values of $R_{C}, R_{E}, R_{A}$ and $U_{I}$ of $\widehat{Y}_{t}^{(p)}$ and $\widehat{Y}_{t}^{(i)}, i=1,2,3$, in the top panel. In the bottom panel, we present the improvement of $\widehat{Y}_{t}^{(p)}$ for each $\widehat{Y}_{t}^{(i)}$, $i=1,2,3$, by calculating $\left(\widehat{Y}_{t}^{(p)}-\widehat{Y}_{t}^{(i)}\right) / \widehat{Y}_{t}^{(i)}$ for $R_{C}, R_{E}$, and $R_{A}$ and $\left(\widehat{Y}_{t}^{(i)}-\widehat{Y}_{t}^{(p)}\right) / \widehat{Y}_{t}^{(i)}$ for $U_{I}$. The numerical results indicate that $\widehat{Y}_{t}^{(p)}$ performs better than $\widehat{Y}_{t}^{(i)}, i=1,2,3$, in terms of $R_{E}, R_{A}$ and $U_{I}$. Although $\widehat{Y}_{t}^{(2)}$ has a larger $R_{C}$ than $\widehat{Y}_{t}^{(p)}$, the improvement of $\widehat{Y}_{t}^{(p)}$ in $R_{E}$ is much greater than the loss of $\widehat{Y}_{t}^{(p)}$ in $R_{C}$. In particular, the popular center-range prediction interval $\widehat{Y}_{t}^{(2)}$ has $U_{I}$ greater than 1, which indicates that the proposed prediction interval $\widehat{Y}_{t}^{(p)}$ is more reliable than $\widehat{Y}_{t}^{(2)}$. By contrast, $\widehat{Y}_{t}^{(p)}$ outperforms $\widehat{Y}_{t}^{(1)}$ and $\widehat{Y}_{t}^{(3)}$, especially in 2015-2016, with an improvement in the 4 measures of at least $9.0 \%$.

Figure 2 presents the average values of $R_{C}, R_{E}, R_{A}$ and $U_{I}$ for the four prediction intervals for the 30 companies of the DJIA Index from June 27, 2008 to June 24, 2009. The results of the time period from June 29, 2015 to June 23, 2016 are given in Figure 3. These figures reveal similar findings as those in Table 2. The proposed prediction interval $\widehat{Y}_{t}^{(p)}$ has the best performance with respect to $R_{A}$ and $U_{I}$ and performs robustly in $R_{C}$ and $R_{E}$, especially in 2015-2016.


Figure 2: The average values of $R_{C}, R_{E}, R_{A}$ and $U_{I}$ of $\widehat{Y}_{t}^{(p)}$ (solid line), $\widehat{Y}_{t}^{(1)}$ (dashed line), $\widehat{Y}_{t}^{(2)}$ (dotted line) and $\widehat{Y}_{t}^{(3)}$ (dash-dotted line) for 30 different time series from June 27, 2008 to June 24, 2009.


Figure 3: The average values of $R_{C}, R_{E}, R_{A}$ and $U_{I}$ of $\widehat{Y}_{t}^{(p)}$ (solid line), $\widehat{Y}_{t}^{(1)}$ (dashed line), $\widehat{Y}_{t}^{(2)}$ (dotted line) and $\widehat{Y}_{t}^{(3)}$ (dash-dotted line) for 30 different time series from June 29, 2015 to June 23, 2016.

The main reason for the good performance of $\widehat{Y}_{t}^{(p)}$ is that $\widehat{Y}_{t}^{(p)}$ uses more information than the other predictors. All the other predictors involve (traditional) ITS, that is, they are formed exclusively with the high and low returns and do not consider past closing prices. Therefore, the predictors $\widehat{Y}_{t}^{(i)}, i=1,2,3$, have a clear disadvantage relative to $\widehat{Y}_{t}^{(p)}$; consequently, the latter should show much better performance.

## 5. EMPIRICAL STUDY

In this section, an empirical study is designed to investigate the performance of the proposed criterion for selecting the optimal portfolio using the stock prices of the companies of the DJIA Index. The DJIA Index was launched on October 29, 2002. This Index covers the top 30 companies by total market capitalization and is reviewed quarterly in January, April, July and October every year. Suppose that a self-financing trading strategy, which daily reallocates the holding weights of the portfolio, is employed from the beginning of each period. The proposed criterion is used to reallocate the optimal portfolios daily during the financial crisis period and under improved market conditions by fitting the time series models defined in (2.5) with the previous 250 daily historical high and low returns for each underlying asset. Then, the corresponding 250 one-day-ahead returns of the optimal portfolios are computed and compared with the DJIA Index. In the following, we illustrate the details of the construction of the self-financing trading strategy during the financial crisis period:

1. Let $D J_{t}$ be the value of the DJIA Index at time $t$, where $t=0$ stands for the date of June 27, 2008.
2. Let $V_{t}$ denote the value of the self-financing portfolio at time $t$. Further, let $V_{0}$ be the value of the DJIA Index on June 27, 2008. The initial allocations of the underling assets, $c_{m, 0}$, are obtained by solving (3.2), where the high and low return processes of each underlying asset are fitted by model (2.5) based on $X_{m, t}^{(C H)}$ and $X_{m, t}^{(C L)}$ for $t=-250, \ldots,-1, m=1, \ldots, p$ and $p=30$. Moreover, since $\sum_{m=1}^{p} c_{m, 0}$ can be less than 1 , the amount $V_{0} \sum_{m=1}^{p} c_{m, 0}$ is invested in risky assets and the rest of the portfolio value, denoted by $C_{0}=V_{0}\left(1-\sum_{m=1}^{p} c_{m, 0}\right)$, is invested in the risk-free market.
3. At time $t=1$, the value of the portfolio is

$$
V_{1^{-}}=b^{(0)} \sum_{m=1}^{p} c_{m, 0} P_{m, 1}^{C}+e^{r_{d}} C_{0}
$$

prior to the adjustment of the holding portfolio, where

$$
b^{(0)}=\frac{V_{0} \sum_{m=1}^{p} c_{m, 0}}{\sum_{m=1}^{p} c_{m, 0} P_{m, 0}^{C}}
$$

and $r_{d}$ is the daily risk-free interest rate. We reestimate the dynamic models of each return process using the data $P_{m, t}, t=-249, \ldots, 0$, and compute the updated optimal allocations, which are proportional to $c_{m, 1}$ obtained by solving (3.2), where the value of the updated portfolio, denoted by $V_{1}$, is the same as $V_{1^{-}}$to satisfy selffinancing. That is,

$$
V_{1}=V_{1-}=b^{(1)} \sum_{m=1}^{p} c_{m, 1} P_{m, 1}^{C}+C_{1}
$$

where

$$
b^{(1)}=\frac{V_{1-} \sum_{m=1}^{p} c_{m, 1}}{\sum_{m=1}^{p} c_{m, 1} P_{m, 1}^{C}}
$$

and $C_{1}=V_{1^{-}}\left(1-\sum_{m=1}^{p} c_{m, 1}\right)$ denotes the amount invested in the risk-free market after reallocation.
4. Repeat Step 3 until June 24, 2009.

In addition to adjusting the allocations of the above self-financing trading strategy daily, we proposed dynamic adjustment of the risk limitation $L$ in (3.2) by considering

$$
\begin{equation*}
L=\frac{k}{p} \sum_{m=1}^{p} \rho_{I}\left(\boldsymbol{X}_{m, t+1}^{(C I)} \mid \mathcal{F}_{t}\right) \tag{5.1}
\end{equation*}
$$

at time $t$, where $k$ is a positive constant and $\rho_{I}\left(\boldsymbol{X}_{m, t+1}^{(C I)} \mid \mathcal{F}_{t}\right)$ is defined in (3.4). The $L$ defined in (5.1) is a special case of (3.3) with $c_{m, t}=1 / p$, for $m=1, \ldots, p$, multiplied by $k$. In other words, we set the limitation of the investment risk in (3.2) by considering the trading strategy of an equally weighted portfolio. Moreover, conditional on $\mathcal{F}_{t}$ and by (2.3)(2.5), $X_{m, t+1}^{(C L)}=\mu_{m}^{(C L)}+\sigma_{m, t+1}^{(C L)} \widetilde{X}_{m, t+1}^{(C L)}$ is normally distributed with conditional mean $\widehat{X}_{m, t}^{(C L)}(1)$ defined in (2.6) and conditional standard deviation $\sigma_{m, t+1}^{(C L)}$. Consequently, (3.4) yields

$$
\begin{aligned}
\rho_{I}\left(\boldsymbol{X}_{m, t+1}^{(C I)} \mid \mathcal{F}_{t}\right) & =-E_{t}\left(X_{m, t+1}^{(C L)} \mid X_{m, t+1}^{(C L)} \leq q_{\alpha, m, t+1}\right) \\
& =-\widehat{X}_{m, t}^{(C L)}(1)+\sigma_{m, t+1}^{(C L)} \phi\left(\left(q_{\alpha, m, t+1}-\widehat{X}_{m, t}^{(C L)}(1)\right) / \sigma_{m, t+1}^{(C L)}\right) / \alpha,
\end{aligned}
$$

where $\phi(\cdot)$ is the density function of the standard normal distribution.
The numerical results are presented in Figures 4 and 5 with $\alpha=0.05,0.20$ and 0.35 and $r_{d}=0$. Figure 6 presents the values of $L$ in 2008-2009 and 2015-2016 with different settings of $\alpha$ and $k=1$. Figure 6 shows that a portfolio constructed by (3.2) with a large $\alpha$ is more conservative than a portfolio constructed with a small $\alpha$ since the values of $L$ with $\alpha=0.35$ are smaller than their counterparts. In Figure 4, the solid, dashed and dashdotted lines denote the ratios of the capitals of the proposed trading strategy with $k=0.75$, 1 and 1.25 , respectively, to the DJIA Index in 2008-2009, and the results for 2015-2016 are presented in Figure 5. For a fixed $\alpha$, a portfolio with a small $k$ is more conservative than one with a large $k$. In Figure 4, the proposed portfolio selection criterion (3.2) with $L$ defined in (5.1) suggests a conservative portfolio during the financial crisis in 2008-2009 since the case with $k=0.75$ performs better than the others for each $\alpha$. In particular, the portfolio with $(\alpha, k)=(0.35,0.75)$ has the best performance among all scenarios. For 2015-2016, compared with the portfolios selected in 2008-2009, the results presented in Figure 5 indicate that (3.2) suggests aggressive portfolios, decreasing $\alpha$ from 0.35 to 0.05 or 0.20 with $k=0.75$ or increasing $k$ from 0.75 to 1.00 with $\alpha=0.35$. In view of the results in Figures 4 and 5 , the proposed portfolio selection criterion (3.2) is capable of adjusting its suggestions according to the economic conditions.


Figure 4: The ratios of the capitals of different trading strategies to the Dow Jones Industrial Average Index in 2008-2009.


Figure 5: The ratios of the capitals of different trading strategies to the Dow Jones Industrial Average Index in 2015-2016.


Figure 6: The values of $L$ in 2008-2009 and 2015-2016.

## 6. CONCLUSION

In this study, we propose a prediction interval for future stock prices by fitting time series models to the high and low return processes. The proposed interval estimator is shown to have promising coverage, efficiency and accuracy. In particular, the numerical results of the $U_{I}$ index indicate that the proposed interval estimator reduces the prediction error of the naïve interval predictor more remarkably than three popular interval estimators discussed in the literature. Consequently, an innovative criterion for portfolio selection is proposed on the basis of our interval estimator. The allocations of the underlying assets in the proposed optimal criterion are determined by maximizing the potential high portfolio returns subject to a predetermined limitation on the corresponding potential low and nonpositive returns.

An empirical study is conducted to investigate the investment returns of the proposed optimal portfolio. A dynamic self-financing trading strategy is established by investing in the stocks of the 30 companies of the DJIA Index and adjusting the asset allocations by the proposed method daily during the financial crisis period and a period with improved market conditions. The numerical results indicate that the proposed portfolio selection criterion constructed from the prediction intervals is capable of suggesting an optimal portfolio according to the economic conditions.

This study demonstrates that ITS data, including daily closing, high, and low prices, are capable of improving the performance of investment decisions and risk management by means of the proposed scheme. Additionally, better prediction performance is expected if intra-daily ITS data are available. This is an interesting direction for future studies.
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